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#### Abstract

We examine how the familiar spurious regression problem can manifest itself in the context of recently proposed predictability tests. For these tests to provide asymptotically valid inference, account has to be taken of the degree of persistence of the putative predictors. Failure to do so can lead to spurious over-rejections of the no predictability null hypothesis. A number of methods have been developed to achieve this. However, these approaches all make an underlying assumption that any predictability in the variable of interest is purely attributable to the predictors under test, rather than to any unobserved persistent latent variables, themselves uncorrelated with the predictors being tested. We show that where this assumption is violated, something that could very plausibly happen in practice, sizeable (spurious) rejections of the null can occur in cases where the variables under test are not valid predictors. In response, we propose a screening test for predictive regression invalidity based on a stationarity testing approach. In order to allow for an unknown degree of persistence in the putative predictors, and for both conditional and unconditional heteroskedasticity in the data, we implement our proposed test using a fixed regressor wild bootstrap procedure. We establish the asymptotic validity of this bootstrap test, which entails establishing a conditional invariance principle along with its bootstrap counterpart, both of which appear to be new to the literature and are likely to have important applications beyond the present context. We also show how our bootstrap test can be used, in conjunction with extant predictability tests, to deliver a two-step feasible procedure. Monte Carlo simulations suggest that our proposed bootstrap methods work well in finite samples. An illustration employing U.S. stock returns data demonstrates the practical usefulness of our procedures.
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## 1 Introduction

Predictive regressions are a widely used tool in applied time series finance and economics, forming the basis for testing Granger causality where one or more variables can be said to cause another. A very common application of predictive regression is in the context of testing the linear rational expectations hypothesis. A core example of this is testing whether future stock returns can be predicted by current information, such as the dividend yield or the term structure of interest rates. Often it is found that the posited predictor variable (e.g. the dividend yield) exhibits persistence behaviour akin to that of a unit root or near unit root autoregressive process, whilst the variable being predicted (e.g. the stock return) resembles a white noise or near white noise process.

In its simplest form, a test of predictability involves running an OLS regression of the variable being predicted, $y_{t}$ say, on the lagged value of a posited predictor variable, $x_{t}$ say, and testing the significance of the estimated coefficient on $x_{t-1}$ using a standard regression $t$-ratio. Here the null hypothesis being tested is that $y_{t}$ is white noise and, hence, unpredictable; the alternative is that it is not white noise and is in fact predictable from $x_{t-1}$. Cavanagh et al. (1995) show that when the innovation driving the $x_{t}$ process is correlated with $y_{t}$ (as is often thought to be case in practice; for example, the stock price is a component of both the return and the dividend yield), then standard $t$-ratios from a predictive OLS regression of $y_{t}$ on $x_{t-1}$ which apply critical values appropriate for the unit root case for $x_{t}$, will be badly over-sized if in fact $x_{t}$ is a local to unit root process. This over-size issue can clearly be interpreted as a tendency towards finding spurious predictability in $y_{t}$, in that it is incorrectly concluded that $x_{t-1}$ can be used to predict $y_{t}$ when in actuality $y_{t}$ is white noise. Attempting to address this issue, Cavanagh et al. (1995) discuss Bonferroni bound-based procedures that yield conservative tests, while Campbell and Yogo (2006) consider a point optimal variant of the $t$-test and employ confidence belts. Recently, Breitung and Demetrescu (2015) consider variable addition and instrumental variable (IV) methods to correct test size. Near-optimal predictive regression tests can also be found in Elliott et al. (2015) and Jansson and Moreira (2006).

Spurious predictability can also arise when there is predictability in $y_{t}$, not caused by $x_{t-1}$, but instead by an unobserved persistent latent variable, $z_{t-1}$, which itself is uncorrelated with $x_{t-1}$. In such cases, regression of $y_{t}$ on the observed, but invalid, potential predictor variable $x_{t-1}$ can lead to serious upward size distortions in the standard predictive regression tests, with the result that the predictability of $y_{t}$ by the unobserved $z_{t-1}$ is spuriously assigned to $x_{t-1}$. This issue was considered by Ferson et al. (2003a,b) and exemplified by means of Monte Carlo simulation, while Deng (2014) provides a supporting asymptotic analysis of the problem. This fundamental mis-specification problem is also pertinent to the procedures employed by Cavanagh et al. (1995), Campbell and Yogo (2006) and Breitung and Demetrescu (2015). In this paper we demonstrate theoretically the potential for spurious predictive regression to arise in the context of a model where $x_{t}$ and $z_{t}$ follow similar but uncorrelated persistent processes, which we model as local-to-unity autoregressions, while modelling the coefficient on $z_{t-1}$ as
being local-to-zero. We find that spurious rejections in favour of $y_{t}$ being predicted by $x_{t-1}$ can occur frequently. As a consequence, it is important to be able to identify, a priori, whether or not the predictive regression of $y_{t}$ on $x_{t-1}$ is mis-specified due to the omission of the relevant predictor $z_{t-1}$.

The approach we adopt in this paper involves testing for persistence in the residuals from a regression of $y_{t}$ on $x_{t-1}$. Consequently, any effect that $x_{t-1}$ may have on $y_{t}$, through the value of its slope coefficient in the putative predictive regression, is eliminated from the residuals, and any persistence they display thereafter must be attributable to the unobserved latent variable $z_{t-1}$, and this would signal invalidity of a predictive regression that employs $x_{t-1}$. The test for predictive regression invalidity that we propose is based on adapting the co-integration tests of Shin (1994) and Leybourne and McCabe (1994), which are themselves variants of the stationarity test of Kwiatkowski et al. (1992) test (KPSS).

An issue that arises with our proposed KPSS-type test is that under the null hypothesis for this test, which is that $z_{t-1}$ plays no role in the data generating process [DGP] for $y_{t}$, it has a limit distribution that depends on the local-to-unity parameter in the process for $x_{t}$, even though the residuals used in its construction are invariant to the slope coefficient on $x_{t-1}$ in the putative predictive regression. In principle, this makes it very difficult to control the size of the test. However, we will show how a bootstrap procedure which treats $x_{t-1}$ as a fixed regressor (i.e. the observed $x_{t-1}$ is used in calculating the bootstrap analogues of the KPSS-type statistic) can be implemented to yield an asymptotically size-controlled testing strategy. This fixed regressor bootstrap type approach is not new to the literature and has been successfully employed in the context of other testing applications by, among others, Gonçalves and Kilian (2004, 2007) and Hansen (2000). Since many financial and economic time series are thought to display non-stationary volatility and/or conditional heteroskedasticity in their driving innovations, it is also important for our proposed testing procedure to be (asymptotically) robust to these effects. In order to achieve this we use a heteroskedasticity-robust variant of the fixed regressor bootstrap along the lines proposed in Hansen (2000) which uses a wild bootstrap scheme to generate bootstrap analogues of $y_{t}$. We show that our proposed fixed regressor wild bootstrap (or heteroskedastic fixed regressor bootstrap in the terminology of Hansen, 2000) testing procedure has non-trivial local asymptotic power against the same local alternatives that induce a finding of spurious predictive regression of $y_{t}$ by $x_{t-1}$, and is therefore of value as a screening tool for potential predictive regression invalidity.

Establishing the large sample validity of our proposed bootstrap method is shown, because of the fixed regressor aspect of its construction, to entail the need to establish a conditional joint invariance principle for the original data and the bootstrap data, which is to the best of our knowledge novel in the literature. This result is likely to have wider uses beyond the specific testing problem considered here, in cases where persistent regressors are used in a fixed regressor bootstrap scenario.

The remainder of the paper is laid out as follows. In section 2 we give the basic model under
which we operate and set out the various null and alternative hypotheses regarding the potential predictability of $y_{t}$ by $x_{t-1}$ and $z_{t-1}$. To aid lucidity, we expound our approach through a single putative predictor variable, $x_{t}$, and a single unobserved latent variable, $z_{t}$. For the same reason we also initially abstract away from weak dependence in the innovations driving $x_{t}$ and $z_{t}$. Generalisations to allow for multiple putative predictors, multiple latent variables, and weak dependence are conceptually straightforward and are discussed at various points within the text. In section 3 we derive the asymptotic distributions of standard predictive regression statistics under the various hypotheses, and demonstrate the potential spurious predictive regression problem. Section 4 introduces our proposed stationarity test for predictive regression invalidity, detailing its limit distribution and showing the validity of the fixed regressor wild bootstrap scheme in providing asymptotic size control. The asymptotic power of this procedure is also examined here, and compared with the degree of size distortions associated with the predictive regression tests. Section 5 presents the results of a set of finite sample Monte Carlo simulations which investigate the size and power of our proposed procedure, as well as the size of feasible predictive regression tests, and also highlights the value of the predictive regression invalidity test by reporting results where the procedure is used a pre-test prior to application of a predictive regression test. An empirical illustration of the proposed methods to monthly U.S stock returns data is presented in Section 7. Some conclusions are offered in section 8. All proofs are contained in a mathematical appendix.

Before proceeding to the main part of the paper, we first introduce some notation. In what follows, ' $\lfloor\cdot\rfloor$ ' is used to denote the integer part of its argument, ' $\mathbb{I}($.$) ' denotes the indicator$ function, ' $x:=y$ ' (' $x=: y$ ') indicates that $x$ is defined by $y$ ( $y$ is defined by $x$ ). The notation $\stackrel{w}{\rightarrow}$ ' denotes weak convergence and $\stackrel{p}{\rightarrow}$ ' convergence in probability, in each case as the sample size diverges. For any vector, $x,\|x\|$ denotes the usual Euclidean norm, $\|x\|:=\left(x^{\prime} x\right)^{1 / 2}$ Finally, $\mathcal{D}^{k}:=D_{k}[0,1]$ denotes the space of right continuous with left limit (càdlàg) $\mathbb{R}^{k}$-valued functions on $[0,1]$, equipped with the Skorokhod topology.

## 2 The Predictive Regression Model

The basic DGP we consider for observed $y_{t}$ is

$$
\begin{equation*}
y_{t}=\alpha_{y}+\beta_{x} x_{t-1}+\beta_{z} z_{t-1}+\epsilon_{y t}, \quad t=1, \ldots, T \tag{1}
\end{equation*}
$$

where $x_{t}$ is an observed process, while $z_{t}$ is unobserved, with specifications

$$
\begin{align*}
& x_{t}=\alpha_{x}+s_{x, t}, \quad z_{t}=\alpha_{z}+s_{z, t}, \quad t=0, \ldots, T  \tag{2}\\
& s_{x, t}=\rho_{x} s_{x, t-1}+\epsilon_{x t}, \quad s_{z, t}=\rho_{z} s_{z, t-1}+\epsilon_{z t}, \quad t=1, \ldots, T \tag{3}
\end{align*}
$$

where $\rho_{x}:=1-c_{x} T^{-1}$ and $\rho_{z}:=1-c_{z} T^{-1}$, with $c_{x} \geq 0$ and $c_{z} \geq 0$, so that $x_{t}$ and $z_{t}$ are persistent unit root or local to unit root autoregressive processes. We let $s_{x, 0}$ and $s_{z, 0}$ be $O_{p}(1)$ variates. Following Cavanagh et al. (1995) and in order to examine the asymptotic local power of the test procedures we discuss, we parameterise $\beta_{x}$ and $\beta_{z}$ as $\beta_{x}=g_{x} T^{-1}$ and
$\beta_{z}=g_{z} T^{-1}$, respectively, which entails that when $g_{x}$ and/or $g_{z}$ are non-zero, $y_{t}$ is a persistent, but local-to-noise process.

The innovation vector $\epsilon_{t}:=\left[\epsilon_{x t}, \epsilon_{z t}, \epsilon_{y t}\right]^{\prime}$ is taken to satisfy the following conditions:

Assumption 1. The innovation process $\epsilon_{t}$ can be written as $\epsilon_{t}=H D_{t} e_{t}$ where:
(a) $H$ and $D_{t}$ are the $3 \times 3$ non-stochastic matrices

$$
H:=\left[\begin{array}{ccc}
h_{11} & 0 & 0 \\
0 & h_{22} & 0 \\
h_{31} & h_{32} & h_{33}
\end{array}\right], \quad D_{t}:=\left[\begin{array}{ccc}
d_{1 t} & 0 & 0 \\
0 & d_{2 t} & 0 \\
0 & 0 & d_{3 t}
\end{array}\right]
$$

such that

$$
H D_{t}=\left[\begin{array}{ccc}
h_{11} d_{1 t} & 0 & 0 \\
0 & h_{22} d_{2 t} & 0 \\
h_{31} d_{1 t} & h_{32} d_{2 t} & h_{33} d_{3 t}
\end{array}\right]
$$

with $H H^{\prime}$ strictly positive definite. The volatility terms $d_{i t}$ satisfy $d_{i t}=d_{i}(t / T)$, where $d_{i}(\cdot) \in$ $\mathcal{D}$ are non-stochastic, strictly positive functions.
(b) $e_{t}$ is a $3 \times 1$ vector martingale difference sequence [m.d.s.] with respect to a filtration $\mathcal{F}_{t}$, with conditional covariance matrix $\sigma_{t}:=E\left(e_{t} e_{t}^{\prime} \mid \mathcal{F}_{t-1}\right)$ satisfying:
i. $T^{-1} \sum_{t=1}^{T} \sigma_{t} \xrightarrow{p} E\left(e_{t} e_{t}^{\prime}\right)=I_{3}$,
ii. $\sup _{t} E\left\|e_{t}\right\|^{4+\delta}<\infty$ for some $\delta>0$.

Remark 1. Assumption 1 above essentially coincides with Assumption 2 of Boswijk et al. (2015), except for the omission of their conditions (b)ii and (b)iii, and the special structure of the matrix $H D_{t}$ imposed here. Specifically, the structure of $H$ given above imposes zero correlation between $\epsilon_{x t}$ and $\epsilon_{z t}$, while allowing $\epsilon_{y t}$ to be potentially correlated with $\epsilon_{x t}$ and/or $\epsilon_{z t}$. Assumption 1 implies that $\epsilon_{t}$ is a vector martingale difference sequence relative to $\mathcal{F}_{t}$, with conditional variance matrix $\Omega_{t \mid t-1}:=E\left(\epsilon_{t} \epsilon_{t}^{\prime} \mid \mathcal{F}_{t-1}\right)=\left(H D_{t}\right) \sigma_{t}\left(H D_{t}\right)^{\prime}$, and time-varying unconditional variance matrix $\Omega_{t}:=E\left(\epsilon_{t} \epsilon_{t}^{\prime}\right)=\left(H D_{t}\right)\left(H D_{t}\right)^{\prime}>0 .{ }^{1}$ Stationary conditional heteroskedasticity and non-stationary unconditional volatility are obtained as special cases with $d_{i}(\cdot)=d_{i}, i=1,2,3$, (constant unconditional variance, hence only conditional heteroskedasticity) and $\sigma_{t}=I_{3}$ (so $\Omega_{t \mid t-1}=\Omega_{t}=\Omega(t / T)$, only unconditional non-stationary volatility), respectively.

Remark 2. As discussed in Cavaliere, Rahbek and Taylor (2010), Assumption 1(a) implies that the elements of $\Omega_{t}$ are only required to be bounded and to display a countable number of jumps, therefore allowing for an extremely wide class of potential models for the behaviour of the variance matrix of $\epsilon_{t}$ (subject to the structure imposed by $H$ ), including single or multiple variance or covariance shifts, variances which follow a broken trend, and smooth transition variance shifts; see also the discussion following Assumption 1 of Breitung and Demetrescu (2015)

[^1]who allow for similar conditions on a version of the model in (1), (2) and (3) that does not include $z$. Again for a version of the model in (1), (2) and (3) that omits $z$, Assumption 2 (b) coincides with the martingale difference conditions stated in Assumption 1 of Breitung and Demetrescu (2015), except that the cross product moment summability condition given there is not required in the context of (1), (2) and (3) because we do not allow the innovations driving $x_{t}$ (or $z_{t}$ ) to be serially correlated at this stage. We will discuss extensions to allow for this in section 4 where a corresponding condition will be introduced. Deo (2000) provides examples of commonly used stochastic volatility and generalised autoregressive-conditional heteroskedasticity (GARCH) processes that satisfy Assumption 1 (b).

Remark 3. For transparency, the structure in (1), (2) and (3) is exposited in terms of a scalar latent variable, $z_{t}$. However, this is without loss of generality as one may consider that $z_{t}=\gamma^{\prime} z_{t}^{*}$ where $z_{t}^{*}$ is a $p$-vector of latent variables, such that $z_{t}$ satisfies the conditions stated above.

Under Assumption 1, the conditions of Lemma 1 of Boswijk et al. (2015) are satisfied such that the following weak convergence result holds:

$$
\begin{equation*}
\left(T^{-1 / 2} \sum_{t=1}^{\lfloor T \cdot\rfloor} \epsilon_{t}, T^{-1} \sum_{t=1}^{T} \sum_{s=1}^{t-1} \epsilon_{s} \epsilon_{t}^{\prime}\right) \xrightarrow{w}\left(M_{\eta}(\cdot), \int_{0}^{1} M_{\eta}(s) d M_{\eta}(s)^{\prime}\right) \tag{4}
\end{equation*}
$$

where $M_{\eta}(\cdot):=\left[M_{\eta x}(\cdot), M_{\eta z}(\cdot), M_{\eta y}(\cdot)\right]^{\prime}$ is a Gaussian martingale satisfying

$$
\begin{aligned}
{\left[\begin{array}{l}
M_{\eta x}(\cdot) \\
M_{\eta z}(\cdot) \\
M_{\eta y}(\cdot)
\end{array}\right] } & :=H\left[\begin{array}{c}
\int_{0} d_{1}(s) d B_{1}(s) \\
\int_{0} d_{2}(s) d B_{2}(s) \\
\int_{0} d_{3}(s) d B_{3}(s)
\end{array}\right] \\
& =\left[\begin{array}{ccc}
h_{11}\left\{\int_{0}^{1} d_{1}(s)^{2}\right\}^{1 / 2} & 0 & 0 \\
0 & h_{22}\left\{\int_{0}^{1} d_{2}(s)^{2}\right\}^{1 / 2} & 0 \\
h_{31}\left\{\int_{0}^{1} d_{1}(s)^{2}\right\}^{1 / 2} & h_{32}\left\{\int_{0}^{1} d_{2}(s)^{2}\right\}^{1 / 2} & h_{33}\left\{\int_{0}^{1} d_{3}(s)^{2}\right\}^{1 / 2}
\end{array}\right]\left[\begin{array}{l}
B_{\eta 1}(\cdot) \\
B_{\eta 2}(\cdot) \\
B_{\eta 3}(\cdot)
\end{array}\right],
\end{aligned}
$$

with $\left[B_{1}(\cdot), B_{2}(\cdot), B_{3}(\cdot)\right]^{\prime}$ a $3 \times 1$ vector of independent standard Brownian motion processes and

$$
B_{\eta i}(\cdot):=\left\{\int_{0}^{1} d_{i}(s)^{2}\right\}^{-1 / 2} \int_{0}^{i} d_{i}(s) d B_{i}(s), \quad i=1,2,3 .
$$

We can also write $B_{\eta i}(\cdot) \stackrel{d}{=} \int_{0}^{\cdot} d B_{i}\left(\eta_{i}(s)\right), i=1,2,3$, where $\eta_{i}(\cdot)$ denotes the variance profile

$$
\eta_{i}(\cdot):=\left\{\int_{0}^{1} d_{i}(s)^{2}\right\}^{-1} \int_{0} d_{i}(s)^{2} d s, i=1,2,3
$$

such that $B_{\eta i}(\cdot)$ is a variance-transformed Brownian motion, i.e. a Brownian motion under a modification of the time domain; see, for example, Davidson (1994). Notice that under unconditional homoskedasticity, $\eta_{i}(s)=s$.

In what follows it will also prove convenient to define the two Ornstein-Uhlenbeck-type processes $B_{\eta 1, c_{x}}(\cdot)$ and $B_{\eta 2, c_{z}}(\cdot)$ :

$$
\begin{aligned}
& B_{\eta 1, c_{x}}(r):=\int_{0}^{r} e^{-(r-s) c_{x}} d B_{\eta 1}(s) \\
& B_{\eta 2, c_{z}}(r):=\int_{0}^{r} e^{-(r-s) c_{z}} d B_{\eta 2}(s)
\end{aligned}
$$

for $r \in[0,1]$, along with

$$
\begin{aligned}
& M_{\eta x, c_{x}}(\cdot):=h_{11}\left\{\int_{0}^{1} d_{1}(s)^{2} d s\right\}^{1 / 2} B_{\eta 1, c_{x}}(\cdot) \\
& M_{\eta z, c_{z}}(\cdot):=h_{22}\left\{\int_{0}^{1} d_{2}(s)^{2} d s\right\}^{1 / 2} B_{\eta 2, c_{z}}(\cdot) .
\end{aligned}
$$

In addition, it is useful to define the innovation variance-covariance matrix in the unconditionally homoskedastic case, setting $D_{t}=I$ without loss of generality, as follows:

$$
H H^{\prime}=\left[\begin{array}{ccc}
h_{11}^{2} & 0 & h_{11} h_{31} \\
0 & h_{22}^{2} & h_{22} h_{32} \\
h_{11} h_{31} & h_{22} h_{32} & h_{31}^{2}+h_{32}^{2}+h_{33}^{2}
\end{array}\right]=:\left[\begin{array}{ccc}
\sigma_{x}^{2} & 0 & \sigma_{x y} \\
0 & \sigma_{z}^{2} & \sigma_{z y} \\
\sigma_{x y} & \sigma_{z y} & \sigma_{y}^{2}
\end{array}\right]=: \Omega .
$$

In the context of (1), a number of possibilities exist for the predictability of $y_{t}$ by the observed $x_{t-1}$ and the unobserved $z_{t-1}$. One potential case that has received much attention in the literature is the predictive regression where $y_{t}$ is predictable only by the observed variable $x_{t-1}$, so that $\beta_{x} \neq 0$ while $\beta_{z}=0$. This forms the alternative hypothesis in the predictive regression tests discussed in section 2 , where the corresponding null is that $\beta_{x}=0$, and, in the context of our model, that $\beta_{z}=0$ also so that $y_{t}$ is unpredictable under the predictive regression null. However, it is also a possibility that $y_{t}$ is predictable only by the unobserved variable $z_{t-1}$, with $x_{t-1}$ playing no role in the predictability of $y_{t}$. In this case, $\beta_{x}=0$ and $\beta_{z} \neq 0$, and any indication of predictability by $x_{t-1}$ would be spurious. A final possibility is that $\beta_{x} \neq 0$ and $\beta_{z} \neq 0$ so that $y_{t}$ is predictable by both $x_{t-1}$ and $z_{t-1}$, although in this context it is not possible to estimate a correctly specified predictive regression since $z_{t}$ is unobserved. We summarize these four cases using the following taxonomy of hypotheses:

$$
\begin{array}{lll}
H_{u}: & \beta_{x}=0, \beta_{z}=0 & y_{t} \text { is unpredictable } \\
H_{x}: & \beta_{x} \neq 0, \beta_{z}=0 & y_{t} \text { is predictable by } x_{t-1} \\
H_{z}: & \beta_{x}=0, \beta_{z} \neq 0 & y_{t} \text { is predictable by } z_{t-1} \\
H_{x z}: & \beta_{x} \neq 0, \beta_{z} \neq 0 & y_{t} \text { is predictable by } x_{t-1} \text { and } z_{t-1}
\end{array}
$$

In hypothesis testing terms, standard predictive regression tests therefore attempt to distinguish between the null $H_{u}$ and the alternative $H_{x}$. In this paper we first consider the impact of the presence of $z_{t-1}$ in the DGP on such standard predictive regression tests, that is we investigate the behaviour of predictive regression tests of $H_{u}$ against $H_{x}$ when in fact $H_{z}$ or $H_{x z}$ is true. In addition, we propose a test for possible predictive regression invalidity, where the appropriate composite null is $H_{u}$ or $H_{x}$, and the alternative $H_{z}$ or $H_{z x}$.

## 3 Asymptotic Behaviour of Predictive Regression Tests

To fix ideas, as in Cavanagh et al. (1995), we first consider the basic predictive regression test of $H_{u}$ against $H_{x}$, based on the $t$-ratio for testing $\beta_{x}=0$ in the fitted linear regression

$$
\begin{equation*}
y_{t}=\hat{\alpha}_{y}+\hat{\beta}_{x} x_{t-1}+\hat{\epsilon}_{y t}, \quad t=1, \ldots, T . \tag{5}
\end{equation*}
$$

This test statistic is given by

$$
t_{u}:=\frac{\hat{\beta}_{x}}{\sqrt{s_{y}^{2} / \sum_{t=1}^{T}\left(x_{t-1}-\bar{x}_{-1}\right)^{2}}}
$$

where

$$
\hat{\beta}_{x}:=\frac{\sum_{t=1}^{T}\left(x_{t-1}-\bar{x}_{-1}\right) y_{t}}{\sum_{t=1}^{T}\left(x_{t-1}-\bar{x}_{-1}\right)^{2}}
$$

and $s_{y}^{2}:=(T-2)^{-1} \sum_{t=1}^{T} \hat{\epsilon}_{y t}^{2}$, with $\bar{x}_{-1}:=T^{-1} \sum_{t=1}^{T} x_{t-1}$.
The limit distribution of $t_{u}$ under Assumption 1 is shown in the next theorem.
Theorem 1. For the DGP (1), (2), (3) and under Assumption 1,

$$
\begin{equation*}
t_{u} \stackrel{w}{\rightarrow} \frac{g_{x} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r)^{2}+g_{z} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r) M_{\eta z, c_{z}}(r)+\int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r) d M_{\eta y}(r)}{\sqrt{\left\{h_{31}^{2} \int_{0}^{1} d_{1}(r)^{2}+h_{32}^{2} \int_{0}^{1} d_{2}(r)^{2}+h_{33}^{2} \int_{0}^{1} d_{3}(r)^{2}\right\} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r)^{2}}} \tag{6}
\end{equation*}
$$

where $\bar{M}_{\eta x, c_{x}}(r)$ and $\bar{M}_{\eta z, c_{z}}(r)$ are the de-meaned versions of $M_{\eta x, c_{x}}(r)$ and $M_{\eta z, c_{z}}(r)$, respectively; that is,

$$
\begin{aligned}
\bar{M}_{\eta x, c_{x}}(r) & :=M_{\eta x, c_{x}}(r)-\int_{0}^{1} M_{\eta x, c_{x}}(s) d s \\
\bar{M}_{\eta z, c_{z}}(r) & :=M_{\eta z, c_{z}}(r)-\int_{0}^{1} M_{\eta z, c_{z}}(s) d s
\end{aligned}
$$

Remark 4. Disregarding the effects of heteroskedasticity, while it is well known from Cavanagh et al. (1995) that the limit distribution of $t_{u}$ under $H_{u}$ depends on the (unknown) value of $c_{x}$ whenever $\sigma_{x y} \neq 0$, the limit expression (6) also shows the dependence of $t_{u}$ on $g_{z}$ under $H_{z}$ (where $g_{x}=0$ but $g_{z} \neq 0$ ). Consequently, the use of asymptotic critical values appropriate for $t_{u}$ (or the feasible versions of the test developed in Cavanagh et al., 1995, and Campbell and Yogo, 2006) under $H_{u}$ will not result in a size-controlled procedure under $H_{z}$, and raises the possibility that spurious rejections in favour of predictability of $y_{t}$ by $x_{t-1}$ will be encountered when $y_{t}$ is actually predictable by $z_{t-1}$ (cf. Ferson et al., 2003a,b, and Deng, 2014, for related results under non-localized $\beta_{z}$ ). Under $H_{x z}$, where both $g_{x} \neq 0$ and $g_{z} \neq 0$, any rejection by $t_{u}$ could not uniquely be ascribed to the role of $x_{t-1}$, potentially suggesting the existence of a well-specified predictive regression that is in fact under-specified due to the omission of the unobserved $z_{t}$.

In addition to consideration of $t_{u}$, we also analyze the point optimal variant of this test introduced by Campbell and Yogo (2006). For a known value of $\rho_{x}$, this (infeasible) statistic takes the following form:

$$
Q:=\frac{\hat{\beta}_{x}-\left(s_{x y} / s_{x}^{2}\right)\left(\hat{\rho}_{x}-\rho_{x}\right)}{\sqrt{s_{y}^{2}\left\{1-\left(s_{x y}^{2} / s_{y}^{2} s_{x}^{2}\right)\right\} / \sum_{t=1}^{T}\left(x_{t-1}-\bar{x}_{-1}\right)^{2}}}
$$

where $\hat{\beta}_{x}$ and $s_{y}^{2}$ are as defined above, $s_{x y}:=(T-2)^{-1} \sum_{t=1}^{T} \hat{\epsilon}_{x t} \hat{\epsilon}_{y t}$ and $s_{x}^{2}:=(T-2)^{-1} \sum_{t=1}^{T} \hat{\epsilon}_{x t}^{2}$ with $\hat{\epsilon}_{x t}$ denoting the OLS residuals from regressing $x_{t}$ on a constant and $x_{t-1}$, and where $\hat{\rho}_{x}$ is the autoregressive coefficient estimator

$$
\hat{\rho}_{x}:=\frac{\sum_{t=1}^{T}\left(x_{t-1}-\bar{x}_{-1}\right) x_{t}}{\sum_{t=1}^{T}\left(x_{t-1}-\bar{x}_{-1}\right)^{2}} .
$$

In the case where $s_{x y}=0, Q$ and $t_{u}$ coincide.
The limit distribution of $Q$ under Assumption 1 is given below.
Theorem 2. For the DGP (1), (2), (3) and under Assumption 1,
$Q \stackrel{w}{\rightarrow} \frac{g_{x} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r)^{2}+g_{z} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r) M_{\eta z, c_{z}}(r)+\int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r) d M_{\eta y}(r)-\frac{h_{31}}{h_{11}} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r) d M_{\eta x}(r)}{\sqrt{\left\{h_{32}^{2} \int_{0}^{1} d_{2}(r)^{2}+h_{33}^{2} \int_{0}^{1} d_{3}(r)^{2}\right\} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r)^{2}}}$.

We observe that the limit expressions in (6) and (7) are identical when $h_{31}=0$ (which is equivalent to $\sigma_{x y}=0$ in the unconditionally homoskedastic case). Given the close relationship between the $t_{u}$ and $Q$ statistics (and their corresponding limit distributions), we would again anticipate potential asymptotic size distortions under $H_{z}$. We will now proceed to investigate the extent of these distortions. Before doing so, it should be noted that other predictive regression tests have been proposed in the literature, including the near-optimal tests of Elliott et al. (2015) and Jansson and Moreira (2006); see the useful recent summaries provided in Breitung and Demetrescu (2015) and Cai et al. (2015). The issues we discuss in this paper are pertinent irrespective of which particular predictive regression test one uses, in cases where the putative predictor is persistent. They are also relevant for the case where a putative predictive regression contains multiple regressors (multiple predictors), see for example the Wald-based tests discussed in section 3.3 of Breitung and Demetrescu (2015), or where the putative predictive regression (and the putative predictors and the latent variables) contains a general deterministic component of the form considered in section 3.2 of Breitung and Demetrescu (2015). In the latter case, all of the distributional results given in this paper (which are for the case where a constant is included in the regression) continue to hold provided the de-meaned and tieddown Brownian-based processes which appear are appropriately re-defined to the deterministic component being considered.

### 3.1 Asymptotic Size of Predictive Regression Tests under $H_{z}$

To obtain as transparent as possible a picture of the large sample size properties of $t_{u}$ and $Q$ under $H_{z}$ we abstract from any role that non-stationary volatility plays by setting $d_{i}(\cdot)=1$, $i=1,2,3$. We then simulate the limit distributions using 10,000 Monte Carlo replications, approximating the Brownian motion processes in the limiting functionals for (6) and (7) using independent $N(0,1)$ random variates, with the integrals approximated by normalized sums of 2,000 steps. Critical values are obtained by setting $g_{x}=g_{z}=0$; for $t_{u}$ these depend on $c_{x}$ and
also (it is easily shown) $h_{31}^{2} /\left(h_{31}^{2}+h_{32}^{2}+h_{33}^{2}\right)=\sigma_{x y}^{2} / \sigma_{x}^{2} \sigma_{y}^{2}$, while for $Q$, these depend on $c_{x}$ alone. These quantities are assumed known, so we are essentially analyzing the large sample behaviour of infeasible variants of $t_{u}$ and $Q$. We graph nominal 0.10 -level asymptotic sizes of two-sided tests under $H_{z}$ as functions of the parameter $g_{z}=\{0,2.5,5.0, \ldots 50.0\}\left(g_{z}=0\right.$ corresponds to size) with $g_{x}=0$. For each of the four pairings $c_{x}=c_{z}=\{0,5,10,20\}$ we set $\sigma_{x}^{2}=\sigma_{z}^{2}=$ $\sigma_{y}^{2}=1$, and consider $\sigma_{x y}=\sigma_{z y}=0$ plus $\sigma_{x y}=-0.70$ with $\sigma_{z y}=\{0,-0.35,0.35,-0.70,0.70\} .{ }^{2}$ Setting $c_{x}=c_{z}$ is not a requirement here, but simply facilitates keeping the observed and latent predictors balanced in terms of their persistence properties. The results of this asymptotic size simulation exercise are shown in Figures 1-4.

Results for $c_{x}=c_{z}=0$ are shown in Figure 1. We observe that the sizes of $t_{u}$ and $Q$ are growing monotonically, and quite rapidly, from the baseline level of 0.10 with increasing $g_{z}>0$, thereby giving rise to an ever-increasing likelihood of ascribing spurious predictive ability to $x_{t-1}$. Both tests' sizes are seen throughout to exceed 0.85 for $g_{z}=50$, while even a value of $g_{z}$ as small as $g_{z}=12.5$ always produce sizes in excess of 0.50 . The size patterns for $t_{u}$ and $Q$ are also quite similar, which is as we would expect given that $g_{z}$ impacts upon their limit distributions in a very similar way. Of course, when $\sigma_{x y}=0$, the tests have identical limits, while for $\sigma_{x y}=-0.7$, there is a general tendency for $Q$ to show slightly more pronounced oversizing than $t_{u}$ (possibly reflecting the relatively higher power that this test can achieve under $\left.H_{x}\right)$. Across the sub-figures, the size distortions appear little influenced by the value taken by $\sigma_{z y}$.

In Figure 2 the same set of simulations are conducted but now with $c_{x}=c_{z}=5$. Qualitatively, the same comments apply here as for the case $c_{x}=c_{z}=0$. That said, we do observe that the over-sizing now manifests itself slightly more slowly with increasing $g_{z}$. Indeed, when $\sigma_{x y}=-0.70$ and $\sigma_{z y}<0$, some modest under-size is observed for small values of $g_{z}$. However, both sizes are still about 0.70 or higher once $g_{z}=50$ so spurious predictability remains a serious issue. Figures 3 and 4 repeat the analyses with $c_{x}=c_{z}=10$ and $c_{x}=c_{z}=20$, respectively, and we see the extent of the spurious predictability problem continues to diminish, although it is always still very much in evidence when we consider the larger values of $g_{z}$. When $\sigma_{x y}=-0.70$ and $\sigma_{z y}<0$, the non-monotonicity of the size profile is now more pronounced, and it is clear that, other things equal, the size distortions increase in the value of $\sigma_{z y}$. Our findings that the significance of the spurious predictability problem is inversely related to the magnitude of $c_{x}=c_{z}$ would seem to follow from intuition. As we increase the value of $c_{x}=c_{z}$, both $x_{t-1}$ and $z_{t-1}$ become less persistent processes and (in a very loose sense) start to have features that are more in common with stationary, rather than integrated, processes. At this point the model mis-specification begins to have a diminishing effect, being more akin to a classical misspecification problem between stationary variables, and less like a Granger-Newbold spurious regression between (pure or local to) $I(1)$ variates problem.

Certainly then, at least for high-persistence processes, it would be difficult to argue that

[^2]spurious predictive ability is not a potentially important consideration to take into account when employing either of the $t_{u}$ and $Q$ tests to infer predictability. Although we have focussed this analysis on OLS-based predictive regression tests, similar qualitative results will pertain for other predictive regression tests including the recently proposed IV-based tests of Breitung and Demetrescu (2015) whenever a high-persistence IV is used. A low-persistence IV test should be less prone to over-size in the presence of a high-persistence latent predictor $z_{t-1}$, but the price paid for employing such an IV is that when a true predictor $x_{t-1}$ is high-persistence, the IV test will have very poor power. Basically, whenever there is scope for high-persistence properties of regressors to yield good power for predictive regression tests, we should always remain alert to the possibility of spurious predictability.

## 4 A Stationarity Test for Predictive Regression Invalidity

Given the potential for standard predictive regression tests to spuriously signal predictability of $y_{t}$ by $x_{t-1}$ (alone) when $\beta_{z} \neq 0$, we now consider a test devised to distinguish between $\beta_{z}=0$ and $\beta_{z} \neq 0$. Non-rejection by such a test would indicate that $z_{t-1}$ plays no role in predicting $y_{t}$, and hence that standard predictive regression tests based on $x_{t-1}$ are valid. Rejection, however, would indicate the presence of an unobserved $z_{t-1}$ component in the generating process for $y_{t}$, thereby signalling the invalidity of predictive regression tests based on $x_{t-1}$. Formally, then, we wish to test the null hypothesis that $\beta_{z}=0$, i.e. $H_{u}$ or $H_{x}$, against the alternative that $\beta_{z} \neq 0$, i.e. $H_{z}$ or $H_{x z}$, in (1).

### 4.1 The Test Statistic and Conventional Asymptotics

The test we develop is based on testing a null hypothesis of stationarity; specifically, we adapt the co-integration tests of Shin (1994) and Leybourne and McCabe (1994), which are themselves variants of the well-known KPSS test; see also Nyblom (1989). Consider first the KPSS-type statistic for serially independent errors applied to the residuals $\hat{\epsilon}_{y t}$ from (5):

$$
S:=s_{y}^{-2} T^{-2} \sum_{t=1}^{T}\left(\sum_{i=1}^{t} \hat{\epsilon}_{y i}\right)^{2}
$$

where $s_{y}^{2}$ is as defined previously. When $\beta_{z} \neq 0$, the residuals $\hat{\epsilon}_{y t}$ from (5) incorporate the omitted $\beta_{z} z_{t-1}$ term in (1), hence the persistence in $z_{t-1}$ is passed to $\hat{\epsilon}_{y t}$, and a test of $\beta_{z}=0$ against $\beta_{z} \neq 0$ can be formed as a test for stationarity of $\hat{\epsilon}_{y t}$, rejecting for large values of $S$. Specifically, assume that $c_{z}=0$ and consider rewriting (1) as

$$
\begin{equation*}
y_{t}=\alpha_{y}+\beta_{x} x_{t-1}+r_{t-1}+\epsilon_{y t}, \quad r_{t}=r_{t-1}+u_{t}, \quad u_{t}=\beta_{z} \epsilon_{z t} . \tag{8}
\end{equation*}
$$

Then it is clear that testing $\beta_{z}=0$ against $\beta_{z}=g_{z} T^{-1}$ in (1) is precisely the same problem as testing $V\left(u_{t}\right)=: \sigma_{u}^{2}=0$ against $\sigma_{u}^{2}=\left(g_{z} T^{-1}\right)^{2}$ in (8), with $g_{z}=0$ under both null hypotheses (that is, under $\beta_{z}=0$ and under $\sigma_{u}^{2}=0$ ). Now, if we temporarily assume that $x_{t}$ is strictly
exogenous and $\epsilon_{y t}$ and $\epsilon_{z t}$ to be independent IID normal random variates, then the test which rejects for large values of $S$ can be shown to be the locally best invariant (to $\alpha_{y}, \alpha_{x}, \alpha_{z}, \beta_{x}$ and $\sigma_{y}^{2}$ ) test of the null $\sigma_{u}^{2}=0$ against the local alternative $\sigma_{u}^{2}=g_{z}^{2} T^{-2}$ in (8). Hence a KPSStype test is relevant for our testing problem where we seek to distinguish between $\beta_{z}=0$ and $\beta_{z} \neq 0$. Of course, in our more general model we do not impose $c_{z}=0$ (nor the other temporary assumptions listed above), so in these more general circumstances we may reasonably consider $S$ to deliver a near locally best invariant test.

Notwithstanding the foregoing motivation, it is important to stress that a test based on $S$ should properly be viewed as a mis-specification test for the linear regression in (5). As such, a rejection by this test indicates that the fitted regression in (5) is not a valid predictive regression. As with the failure of any mis-specification test, this does not tell us why the regression has failed. We do know that $S$ is designed to deliver a test which is (approximately) locally optimal in the direction of $z_{t-1}$ being an omitted predictor, but a rejection does not mean that $x_{t-1}$ is not a valid predictor for $y_{t}$. Indeed, $z_{t-1}$ might reasonably be viewed as a proxy for more general mis-specification in the underlying regression model. An obvious example is provided by the case where the true slope coefficient in (5) displays time-varying behaviour, such as has been considered in, for example, Paye and Timmermann (2006) and Cai et al. (2015). It is therefore important to stress that our proposed test is one for the invalidity of the putative predictive regression, not as a test for the invalidity of the putative predictor, $x_{t-1}$.

Because it is crucial in the present setting to account for the possibility of correlation between $\epsilon_{x t}$ and $\epsilon_{y t}\left(h_{31} \neq 0\right)$, we do not use the simple form of the $S$ statistic given above, but follow Shin (1994) by including an additional regressor $\Delta x_{t}$ in the regression used to construct the KPSS-type statistic. That is, in place of (5) we use the fitted linear regression

$$
\begin{equation*}
y_{t}=\hat{\alpha}_{y}+\hat{\beta}_{x} x_{t-1}+\hat{\beta}_{\Delta x} \Delta x_{t}+\hat{e}_{t}, \quad t=1, \ldots, T \tag{9}
\end{equation*}
$$

and construct $S$ using the residuals $\hat{e}_{t}$ from (9), thereby redefining $S$ as

$$
S:=s^{-2} T^{-2} \sum_{t=1}^{T}\left(\sum_{i=1}^{t} \hat{e}_{i}\right)^{2}
$$

where $s^{2}:=(T-3)^{-1} \sum_{t=1}^{T} \hat{e}_{t}^{2}$.
In Theorem 3 we now detail the limiting distribution of $S$ under Assumption 1. This is followed by some remarks concerning the result in the theorem and an extension to allow for serial dependence in the innovations driving $x_{t-1}$.

Theorem 3. For the DGP (1), (2), (3) and under Assumption 1,

$$
\begin{equation*}
S \xrightarrow{w}\left\{h_{32}^{2} \int_{0}^{1} d_{2}(r)^{2}+h_{33}^{2} \int_{0}^{1} d_{3}(r)^{2}\right\}^{-1} \int_{0}^{1}\left\{F\left(r, c_{x}\right)+g_{z} G\left(r, c_{x}, c_{z}\right)\right\}^{2} \tag{10}
\end{equation*}
$$

where

$$
\begin{aligned}
F\left(r, c_{x}\right) & :=\mathbb{B}_{\eta}^{*}(r)-\int_{0}^{r} \bar{B}_{\eta 1, c_{x}}(s)\left\{\int_{0}^{1} \bar{B}_{\eta 1, c_{x}}(s)^{2}\right\}^{-1} \int_{0}^{1} \bar{B}_{\eta 1, c_{x}}(s) d B_{\eta}^{*}(s) \\
G\left(r, c_{x}, c_{z}\right) & :=h_{22}\left\{\int_{0}^{1} d_{2}(s)^{2}\right\}^{1 / 2}\left[\int_{0}^{r} \bar{B}_{\eta 2, c_{z}}(s)-\int_{0}^{r} \bar{B}_{\eta 1, c_{x}}(s)\left\{\int_{0}^{1} \bar{B}_{\eta 1, c_{x}}(s)^{2}\right\}^{-1} \int_{0}^{1} \bar{B}_{\eta 1, c_{x}}(s) B_{\eta 2, c_{z}}(s)\right]
\end{aligned}
$$

with: $\mathbb{B}_{\eta}^{*}(r):=B_{\eta}^{*}(r)-r B_{\eta}^{*}(1)$ the tied-down version of $B_{\eta}^{*}(r) ; \bar{B}_{\eta 1, c_{x}}(r):=B_{\eta 1, c_{x}}(r)-$ $\int_{0}^{1} B_{\eta 1, c_{x}}(s)$ and $\bar{B}_{\eta 2, c_{z}}(r):=B_{\eta 2, c_{z}}(r)-\int_{0}^{1} B_{\eta 2, c_{z}}(s)$ the de-meaned versions of $B_{\eta 1, c_{x}}(r)$ and $B_{\eta 2, c_{z}}(r)$, respectively; and, finally, $B_{\eta}^{*}(r):=h_{32}\left\{\int_{0}^{1} d_{2}(s)^{2}\right\}^{1 / 2} B_{\eta 2}(r)+h_{33}\left\{\int_{0}^{1} d_{3}(s)^{2}\right\}^{1 / 2} B_{\eta 3}(r)$.

Remark 5. The limit expression in (10) clearly shows how $g_{z}$ enters the asymptotic distribution of $S$ under $H_{z}$ and $H_{x z}$. In particular, it is the presence of the term $g_{z} G\left(r, c_{x}, c_{z}\right)$ that is seen to be the source of power for the test based on $S$ to distinguish between $H_{u}$ or $H_{x}$ and $H_{z}$ or $H_{x z}$ (noting that, by construction, $S$ is exact invariant to $\beta_{x}$ ). Notice that the distribution in (10) does not depend on $h_{31}$, and, hence, does not depend on the correlation between $\epsilon_{x t}$ and $\epsilon_{y t}$.

Remark 6. Under $H_{u}$ or $H_{x}$, where $g_{z}=0$, the limit distribution in (10) simplifies to $\int_{0}^{1}\left[\left\{h_{32}^{2} \int_{0}^{1} d_{2}(r)^{2}+h_{33}^{2} \int_{0}^{1} d_{3}(r)^{2}\right\}^{-1 / 2} F\left(r, c_{x}\right)\right]^{2}$. Notice, in this case we may write

$$
\begin{aligned}
\left\{h_{32}^{2} \int_{0}^{1} d_{2}(r)^{2}+h_{33}^{2} \int_{0}^{1} d_{3}(r)^{2}\right\}^{-1 / 2} F\left(r, c_{x}\right)= & D_{\eta}(r)-r D_{\eta}(1) \\
& -\int_{0}^{r} \bar{B}_{\eta 1, c_{x}}(s)\left\{\int_{0}^{1} \bar{B}_{\eta 1, c_{x}}(s)^{2}\right\}^{-1} \int_{0}^{1} \bar{B}_{\eta 1, c_{x}}(s) D_{\eta}(s)
\end{aligned}
$$

where $D_{\eta}(r):=\left\{h_{32}^{2} \int_{0}^{1} d_{2}(s)^{2}+h_{33}^{2} \int_{0}^{1} d_{3}(s)^{2}\right\}^{-1 / 2}\left[h_{32}\left\{\int_{0}^{1} d_{2}(s)^{2}\right\}^{1 / 2} B_{\eta 2}(r)+h_{33}\left\{\int_{0}^{1} d_{3}(s)^{2}\right\}^{1 / 2} B_{\eta 3}(r)\right]$ is a standardised heteroskedastic Brownian motion that is independent of $B_{\eta 1}(r)$. Consequently, where $g_{z}=0$, the limit distribution of $S$ depends only on $c_{x}$ and any unconditional heteroskedasticity present in $\epsilon_{t}$.

Remark 7. In our analysis we have assumed that the increments of the process for $x_{t}$, i.e. $\epsilon_{x t}$, are serially uncorrelated, by virtue of $e_{t}$ being a martingale difference sequence. More generally we might consider a linear process assumption for $\epsilon_{x t}$ of the form

$$
\begin{equation*}
\epsilon_{x t}=\sum_{i=0}^{\infty} \theta_{i} v_{x, t-i} \tag{11}
\end{equation*}
$$

where $v_{x, t}$ denotes the first element of $H D_{t} e_{t}$ and with the conditions $\sum_{i=0}^{\infty} i\left|\theta_{i}\right|<\infty$ and $\sum_{i=0}^{\infty} \theta_{i} \neq 0$ satisfied. Under homoskedasticity, this would include all stationary and invertible ARMA processes. Notice that $\epsilon_{y t}$ remains uncorrelated with the increments of $x_{t}$ at all lags (i.e. $x_{t}$ is weakly exogenous with respect to $\epsilon_{y t}$ ) under this structure. In this case, it may be shown that the limiting results given in Theorem 3 above and in Theorems 4-6 which follow will continue to hold provided we replace (9) in the calculation of $S$ with the augmented variant

$$
\begin{equation*}
y_{t}=\hat{\alpha}_{y}+\hat{\beta}_{x} x_{t-1}+\hat{\beta}_{\Delta x} \Delta x_{t}+\sum_{i=1}^{p} \hat{\delta}_{i} \Delta x_{t-i}+\hat{e}_{t}, \quad t=p+1, \ldots, T \tag{12}
\end{equation*}
$$

where $p$ satisfies the standard rate condition that $1 / p+p^{3} / T \rightarrow 0$, as $T \rightarrow \infty$, and where it is assumed that $T^{1 / 2} \sum_{i=p+1}^{\infty}\left|\delta_{i}\right| \rightarrow 0$, where $\left\{\delta_{i}\right\}_{i=1}^{\infty}$ are the coefficients of the $A R(\infty)$ process obtained by inverting the $M A(\infty)$ process in (11). Similarly to Breitung and Demetrescu (2015), we would also need to restrict the amount of serial dependence allowed in the conditional variances via the cross-product moment assumption that $\sup _{i, j \geq 1}\left\|\tau_{i j}\right\|<\infty$, where $\tau_{i j}:=$
$E\left(e_{t} e_{t}^{\prime} \otimes e_{t-i} e_{t-j}^{\prime}\right)$, with $\otimes$ denoting the Kronecker product. Serial correlation of a similar form in the increments of the unobserved process $z_{t}$, i.e. $\epsilon_{z t}$, will have no impact on our large sample results under the null hypothesis, $H_{u} / H_{x}$, although an effect would be apparent under $H_{z} / H_{x z}$. As is standard in the predictive regression literature, we maintain the assumption that $\epsilon_{y t}$ is serially uncorrelated, which is why, unlike in the setting considered in Shin (1994), we need only include lags of $\Delta x_{t}$, rather than both leads and lags thereof.

Remark 8. Consider again the discussion just before the start of section 3.1 relating to the case where the putative predictive regression contains multiple regressors and/or more general deterministic components. These extensions can easily be handled in the context of our proposed predictive regression invalidity test. Specifically, denoting the deterministic component as $\boldsymbol{\tau}^{\prime} \mathbf{f}_{t}$, where $\mathbf{f}_{t}$ is as defined in section 3.2 of Breitung and Demetrescu (2015), an obvious example being the linear trend case where $\mathbf{f}_{t}:=(1, t)^{\prime}$, and the vector of putative regressors as $\mathbf{x}_{t-1}$, then we would need to correspondingly construct $S$ (and its bootstrap analogue, $S^{*}$, given below) using the residuals $\hat{e}_{t}$ from the regression of $y_{t}\left(y_{t}^{*}\right.$ for the bootstrap $S^{*}$ statistic) onto $\mathbf{f}_{t}, \mathbf{x}_{t-1}$ and $\Delta \mathbf{x}_{t-1}$ (and lags of $\Delta \mathbf{x}_{t-1}$ in the case considered in Remark 7). Doing so would alter the form of the limit distributions given in Theorem 3 and in the sequel, as noted earlier, but would not alter the primary conclusion given in Corollary 1 below, that the fixed regressor wild bootstrap implementation of this test is asymptotically valid.

A consequence of the result in Theorem 3 is therefore that if we wish to base a test for predictive regression invalidity on $S$, then we need to address the fact that when we treat $H_{u}$ or $H_{x}$ as the null hypothesis, the limit null distribution of $S$ is not pivotal. In order to account for the dependence of the limit distribution of $S$ on any unconditional heteroskedasticity present, we employ a wild bootstrap procedure based on the residuals $\hat{e}_{t}$. However, we also need to account for the dependence of the limit distribution of $S$ on $c_{x}$, and this we carry out by using the observed outcome on $x:=\left[x_{0}, x_{1}, \ldots, x_{T}\right]^{\prime}$ as a fixed regressor when implementing the bootstrap procedure. The next subsection details this procedure.

### 4.2 A Fixed Regressor Wild Bootstrap Stationarity Test

A conventional approach to obtaining wild bootstrap critical values with which to compare $S$ would involve repeated generation of bootstrap samples for the original $y_{t}$, such that they mimic (in a statistical sense) the behaviour of $y_{t}$ with the null $H_{u} / H_{x}$ imposed, together with repeated generation of bootstrap samples for the original $x_{t}$, to mimic the behaviour of $x_{t}$. For each bootstrap sample, these would then be used to calculate a bootstrap analogue of $S$, which should then reflect the behaviour of $S$ under the null. Generation of bootstrap samples of $y_{t}$ with suitable properties turns out to be quite straightforward, at least in large samples, using a standard wild bootstrap re-sampling scheme from the residuals $\hat{e}_{t}$ from (9). However, finding a standard bootstrap sample of $x_{t}$ presents a significant problem since $x_{t}=\left(1-c_{x} T^{-1}\right) x_{t-1}+\epsilon_{x t}$ (assuming $\alpha_{x}=0$ for simplicity) and so any corresponding recursion used to construct the
bootstrap sample data for $x_{t}$ from bootstrap samples of $e_{x t}$ (a wild bootstrap re-sampling scheme from $\Delta x_{t}$ for example) would require knowledge of $c_{x}$. Since we assume $c_{x}$ is not known, recourse would then be made to its estimation. However, it is well-known that conventional estimators of $c_{x}$ (such as the one based on a regression of $x_{t}$ on $x_{t-1}$ ) are not consistent and if such estimators were employed in constructing bootstrap samples of $x_{t}$, the large sample distribution of the resulting bootstrap analogue of $S$ would be different to that of $S$ under $H_{u} / H_{x}$, with the consequence that the resulting bootstrap test would not be correctly sized, even asymptotically. To avoid this problem, we abstract away from estimation of $c_{x}$ altogether and instead follow the approach taken in Hansen (2000), considering a bootstrap procedure which uses $x:=\left[x_{0}, x_{1}, \ldots, x_{T}\right]^{\prime}$ as a fixed regressor; that is, the bootstrap statistic $S^{*}$ is calculated from the same observed $x_{t}$ as was used in the construction of the original KPSS-type statistic, $S$.

We now outline the steps involved in our proposed fixed regressor wild bootstrap, collected together in Algorithm 1.

## Algorithm 1 (Fixed Regressor Wild Bootstrap):

(i) Construct the wild bootstrap innovations $y_{t}^{*}:=\hat{e}_{t} w_{t}$, where $w_{t}, t=1, \ldots, T$, is an IID $N(0,1)$ sequence.
(ii) Calculate the fixed regressor wild bootstrap analogue of $S$,

$$
S^{*}:=\left(s_{y}^{*}\right)^{-2} T^{-2} \sum_{t=1}^{T}\left(\sum_{i=1}^{t} \hat{\epsilon}_{y i}^{*}\right)^{2}
$$

where $\hat{\epsilon}_{y t}^{*}$ are the OLS residuals from the fitted regression

$$
\begin{equation*}
y_{t}^{*}=\hat{\alpha}_{y}^{*}+\hat{\beta}_{x}^{*} x_{t-1}+\hat{\epsilon}_{y t}^{*}, \quad t=1, \ldots, T \tag{13}
\end{equation*}
$$

and where $\left(s_{y}^{*}\right)^{2}:=(T-2)^{-1} \sum_{t=1}^{T}\left(\hat{\epsilon}_{y t}^{*}\right)^{2}$.
(iii) Define the corresponding $p$-value as $P_{T}^{*}:=1-G_{T}^{*}(S)$ with $G_{T}^{*}(\cdot)$ denoting the conditional (on the original data) cumulative density function (cdf) of $S^{*}$.
(iv) The wild bootstrap test of $H_{u} / H_{x}$ at level $\xi$ rejects in favour of $H_{z} / H_{x z}$ if $P_{T}^{*} \leq \xi$.

Remark 9. In practice, the $\operatorname{cdf} G_{T}^{*}(\cdot)$ required in step (iii) of Algorithm 1 will be unknown, but can be approximated in the usual way through numerical simulation. This is achieved by generating $B$ (conditionally) independent bootstrap statistics, $S_{k}^{*}, k=1, \ldots, B$, each computed as in Algorithm 1 above, but from $y_{t, k}^{*}:=\hat{e}_{t} w_{t, k}, t=1, \ldots, T$, with $\left\{\left\{w_{t}\right\}_{t=1}^{T}\right\}_{k=1}^{B}$ a doubly independent $N(0,1)$ sequence. The simulated bootstrap $p$-value for $S$ is then computed as $\tilde{P}_{T}^{*}:=B^{-1} \sum_{k=1}^{B} \mathbb{I}\left(S_{k}^{*}>S\right)$, and is such that $\tilde{P}_{T}^{*} \rightarrow P_{T}^{*}$ almost surely as $B \rightarrow \infty$. The choice of $B$ is discussed by, inter alia, Davidson and MacKinnon (2000). Note that an asymptotic standard error for $\tilde{P}_{T}^{*}$ is given by $\left[\tilde{P}_{T}^{*}\left(1-\tilde{P}_{T}^{*}\right) / B\right]^{1 / 2}$; cf. Hansen (1996, p.419). Finally, we
may also define the associated $\xi$ level empirical bootstrap critical value, denoted $c v_{\xi, B}$, to be the upper tail $\xi$ percentile from the order statistic formed from the $B$ bootstrap statistics $S_{k}^{*}$, $k=1, \ldots, B$.
Remark 10. The use of $x_{t-1}$ as a fixed regressor in the construction of the bootstrap KPSStype statistic, $S^{*}$, is made explicit in (13). It is then seen that each of the bootstrap $S_{k}^{*}$, $k=1, \ldots, B$, statistics calculated as described in Remark 9 uses the same $x_{t-1}$ as the regressor in (13). As we shall see in section 4.3, this has important ramifications for the methods needed to prove the asymptotic validity of our proposed bootstrap procedure. In particular, this will entail the necessity to develop a conditional version of the invariance principle given in 4 , jointly with a bootstrap counterpart of this result, both of which appear to be new to the literature.

Remark 11. The wild bootstrap scheme used to generate $y_{t}^{*}$ is constructed so as to replicate the pattern of heteroskedasticity present in the original innovations; this follows because, conditionally on $\hat{e}_{t}, y_{t}^{*}$ is independent over time with zero mean and variance $\hat{e}_{t}^{2}$.

Remark 12. Although $\hat{e}_{t}$ depends on $g_{z}$ under $H_{z}$ or $H_{x z}$, we will show in the next subsection that this does not translate into large sample dependence of $S^{*}$ on $g_{z}$. Notice also that we do not need to include $\Delta x_{t}$ as an additional regressor, or lags thereof in the case considered in Remark 7, in (13). This is because the $\hat{e}_{t}$ used to construct $y_{t}^{*}$ are free of any effects arising from the correlation between $\epsilon_{x t}$ and $\epsilon_{y t}$, or from any weak dependence in $\epsilon_{x t}$.

### 4.3 Conditional Asymptotics and Bootstrap Validity

We show that the use of $x_{t-1}$ as a fixed regressor in the construction of the bootstrap statistic $S^{*}$ prevents $S^{*}$ from converging weakly in probability to any non-random distribution, in contradistinction to most standard bootstrap applications we are aware of. Rather, the distribution of $S^{*}$ given the data converges weakly to the random distribution which obtains by conditioning the limit in (10) on the weak limit $B_{1}$ of $T^{-1 / 2} \sum_{t=1}^{\lfloor T \cdot\rfloor} e_{1 t}$. We also show that under $H_{u} / H_{x}$ the distribution of the test statistic $S$ conditional on $x$ converges weakly to the same random distribution, which in turn allows us to establish the asymptotic validity of our bootstrap test. The asymptotic results we provide will therefore be likely to have wider applicability in other scenarios where a fixed regressor bootstrap is used with (near-) integrated regressors.

It is a well known result that even if a random sequence, say ( $X_{T}, Y_{T}$ ), converges to some $(X, Y)$ in a strong sense (e.g., almost surely), the conditional distribution of $X_{T}$ given $Y_{T}$ need not converge to the conditional distribution of $X$ given $Y$. Consequently, Theorem 3, where the limit distribution of $S$ is established, cannot be taken to imply that $S$ conditional on $x$ converges weakly to the limit in (10) conditioned on $B_{1}$. Nevertheless, it is not unreasonable to expect that this result holds true, and here we develop the necessary theory in order to formally prove it is in fact so.

Analogously to Theorem 3, whose validity is based on an invariance principle, a conditional and a bootstrap version of that theorem can be based on a conditional joint invariance principle
for the original and the bootstrap data. We are not aware of the existence of such a result in the literature, and so our first step here is to establish it. In order to achieve this we strengthen Assumption 1 as follows:

Assumption 2. Let Assumption 1 hold, together with the following conditions:
(a) $e_{t}$ is drawn from a doubly infinite strictly stationary and ergodic sequence $\left\{e_{t}\right\}_{t=-\infty}^{\infty}$ which is a martingale difference w.r.t. its own past.
(b) $\left\{\left[e_{2 t}, e_{3 t}\right]\right\}_{t=-\infty}^{\infty}$ is an m.d.s. also w.r.t. $\mathcal{X} \vee \mathcal{F}_{t}$, where $\mathcal{X}$ and $\mathcal{F}_{t}$ are the $\sigma$-algebras generated by $\left\{e_{1 t}\right\}_{t=-\infty}^{\infty}$ and $\left\{\left[e_{2 s}, e_{3 s}\right]\right\}_{s=-\infty}^{t}$, respectively, and $\mathcal{X} \vee \mathcal{F}_{t}$ denotes the smallest $\sigma$-algebra containing both $\mathcal{X}$ and $\mathcal{F}_{t}$.
(c) The initial values $s_{x, 0}$ and $s_{z, 0}$ are measurable w.r.t. $\mathcal{X}$ (in particular, they could be fixed constants).

Remark 13. Arguably, the most restrictive condition in Assumption 2 is given in part (b). A first leading example where it is satisfied is that of a symmetric multivariate GARCH process with neither leverage nor asymmetric clustering. Specifically, let $e_{t}=\Omega_{t}^{1 / 2} \varepsilon_{t}$, where $\Omega_{t}$ is measurable with respect to the past $\left[\varepsilon_{1 s}^{2}, \varepsilon_{2 s}^{2}, \varepsilon_{3 s}^{2}\right]^{\prime}, s \leq t-1$, and $\left\{\varepsilon_{t}\right\}_{t=-\infty}^{\infty}$ is an i.i.d. sequence such that $E\left(\varepsilon_{i t} \mid \varepsilon_{1 t}, \varepsilon_{2 t}^{2}, \varepsilon_{3 t}^{2}\right)=0, i=2,3$. If $E\left\|e_{t}\right\|<\infty$, then it could be seen that $E\left(e_{i t} \mid \mathcal{X} \vee\right.$ $\left.\mathcal{F}_{t-1}\right)=0, i=2,3$. Another leading example is that of a multivariate stochastic volatility process $e_{t}=H_{t}^{1 / 2} \varepsilon_{t}$ with $\left\{H_{t}\right\}_{t=-\infty}^{\infty}$ independent of $\left\{\varepsilon_{t}\right\}_{t=-\infty}^{\infty}$ and where $\left\{\varepsilon_{t}\right\}_{t=-\infty}^{\infty}$ is an i.i.d. sequence with $E\left(\varepsilon_{i t} \mid \varepsilon_{1 t}\right)=0, i=2,3$ (which is certainly true if $\varepsilon_{t}$ is multivariate standard Gaussian, as is usually assumed in the stochastic volatility framework). If $E\left\|e_{t}\right\|<\infty$, then again $E\left(e_{i t} \mid \mathcal{X} \vee \mathcal{F}_{t-1}\right)=0, i=2,3$. These two examples are also the leading examples given in the univariate context by Deo (2000), and in the section of Gonçalves and Kilian (2004) that deals with wild bootstrap testing. It would be interesting, although beyond the scope of our paper, to investigate how Assumption 2(b) could be weakened to the case where $\left\{e_{t}\right\}$ could be well approximated by a sequence satisfying Assumption 2(b). For instance, following Rubshtein (1996), the conclusions of Theorem 4 below would remain valid if Assumption 2(b) was replaced by the condition that $\sup _{t \geq 1} E\left\{E\left(\sum_{s=1}^{t} e_{i s} \mid \mathcal{X}\right)\right\}^{2}<\infty, i=2,3$.

In Theorem 4 we now establish two results: first, a conditional invariance principle that can be assembled from results and ideas disseminated throughout the probabilistic literature (see, in particular, Awad, 1981, Rubshtein, 1996, Denken and Gordin, 2003, Crimaldi and Pratelli, 2005), and, second, a bootstrap extension of that result. Besides their importance for obtaining our main result, the conclusions of Theorem 4 serve as a vehicle to discuss the meaning of bootstrap validity in the context of weak convergence to random measures. Analogously to the definition of the vector $x$, let $y:=\left[y_{1}, y_{2}, \ldots, y_{T}\right]^{\prime}$ and $z:=\left[z_{0}, z_{1}, \ldots, z_{T}\right]^{\prime}$.

Theorem 4. Define the partial sums $U_{t i}:=T^{-1 / 2} \sum_{s=1}^{t} e_{i s}(i=1,2,3), U_{t}:=\left[U_{t 1}, U_{t 2}, U_{t 3}\right]^{\prime}$ and $U_{t b}:=T^{-1 / 2} \sum_{s=1}^{t} e_{s} w_{s}$. Moreover, let $B^{\dagger}(\cdot):=\left[B_{1}^{\dagger}(\cdot), B_{2}^{\dagger}(\cdot), B_{3}^{\dagger}(\cdot)\right]^{\prime}$ denote a standard trivariate Brownian motion, independent of $B(\cdot)$. Under Assumption 2, the following converge
jointly as $T \rightarrow \infty$ :

$$
U_{[T \cdot]}|x \xrightarrow{w} B(\cdot)| B_{1}(\cdot)
$$

in the sense of weak convergence of random measures on $\mathcal{D}^{3}$, and

$$
\left[U_{[T \cdot] 1}, U_{[T \cdot] b}^{\prime}\right]^{\prime}\left|x, y, z \xrightarrow{w}\left[B_{1}(\cdot),\left(B^{\dagger}(\cdot)\right)^{\prime}\right]^{\prime}\right| B_{1}(\cdot)
$$

in the sense of weak convergence of random measures on $\mathcal{D}^{4}$.

Remark 14. Let $E_{x}(\cdot):=E(\cdot \mid x)$ and $E^{*}(\cdot):=E(\cdot \mid x, y, z)$, the latter denoting expectation given the data in standard bootstrap notation. The definition of the joint weak convergence of random measures result established in Theorem 4, is that for all bounded continuous real functions $f$ and $g$ on $\mathcal{D}^{3}$ and $\mathcal{D}^{4}$, respectively, it holds that

$$
\left[\begin{array}{c}
E_{x}\left(f\left(U_{\lfloor T \cdot\rfloor}^{\prime}\right)\right) \\
E^{*}\left(g\left(U_{\lfloor T \cdot\rfloor 1}, U_{\lfloor T \cdot\rfloor b}^{\prime}\right)\right)
\end{array}\right] \stackrel{w}{\rightarrow}\left[\begin{array}{c}
E\left(f\left(B^{\prime}\right) \mid B_{1}\right) \\
E\left(g\left(B_{1},\left(B^{\dagger}\right)^{\prime}\right) \mid B_{1}\right)
\end{array}\right]
$$

as $T \rightarrow \infty$, in the sense of standard weak convergence of random vectors in $\mathbb{R}^{2}$.

Remark 15. An implication of Theorem 4 is that if a continuous bounded function $f$ is used to define a statistic $\phi=f\left(U_{\lfloor T \cdot\rfloor}^{\prime}\right)$, and the 'fixed-regressor bootstrap' statistic $\phi^{*}=$ $f\left(U_{\lfloor T \cdot\rfloor 1}, U_{\lfloor T \cdot\rfloor b, 2}, U_{\lfloor T \cdot\rfloor b, 3}\right)$ is used to construct a distributional approximation for $\phi$, then $\phi$ conditional on $x$ and $\phi^{*}$ conditional on the data will jointly converge weakly to the same random measure, defined by $f\left(B^{\prime}\right) \mid B_{1}$. As a consequence, the bootstrap approximation is consistent in the following sense: it holds that

$$
\begin{equation*}
\sup _{u \in \mathbb{R}}\left|P_{x}(\phi \leq u)-P^{*}\left(\phi^{*} \leq u\right)\right| \xrightarrow{p} 0 \tag{14}
\end{equation*}
$$

provided that the cumulative distribution process of $f\left(B^{\prime}\right) \mid B_{1}$ is a.s. continuous. Here $P_{x}$ and $P^{*}$ denote probability conditional on $x$ and on all the data, respectively. Thus, the distribution of the 'fixed-regressor bootstrap' statistic $\phi^{*}$ conditional on the data consistently estimates the large-sample distribution of the original statistic $\phi$ conditional on the 'fixed regressor' $x$. This result is more general than the usual formulation of bootstrap validity, where either an unconditional $P(\phi \leq u)$ appears or a conditional $P_{x}(\phi \leq u)$ with a non-random limit.

In order to obtain the analogue of (14) for $S$ and $S^{*}$, we need to discuss limits involving some stochastic integrals. Because these are not continuous transformations, the discussion in Remark 15 does not apply directly and so we also need the result given next in Theorem 5. Here the dimension of the bootstrap partial-sum process is reduced to one and the process itself is constructed from delta-measurable quantities $\tilde{e}_{T t}$ that we shall subsequently specify to be the residuals $\hat{e}_{t}$ from the regression in (9).

Theorem 5. Let $\tilde{e}_{T t}(t=1, \ldots, T)$ be scalar measurable functions of the data $x, y, z$ and such that $\sum_{t=1}^{\lfloor T r\rfloor} \tilde{e}_{T t}^{2} \xrightarrow{p} \int_{0}^{r} m^{2}(s) d s$ for all $r \in[0,1]$, where $m(\cdot)$ is a square-integrable real function on
$[0,1]$. Introduce $\tilde{\epsilon}_{t b}:=w_{t} \tilde{e}_{T t}, \tilde{U}_{t b}:=T^{-1 / 2} \sum_{s=1}^{t} \tilde{\epsilon}_{s b}(t=1, \ldots, T)$, and $\tilde{B}_{m}^{\dagger}(\cdot):=\int_{0}^{c} m(s) d B_{1}^{\dagger}(s)$, where $B_{1}^{\dagger}$ is as in Theorem 4. Under Assumption 2, the following converge jointly as $T \rightarrow \infty$ :

$$
\left(T^{-1 / 2} \sum_{t=1}^{\lfloor T \cdot\rfloor} \epsilon_{t}, T^{-1} \sum_{t=1}^{T} \sum_{s=1}^{t-1} \epsilon_{x s}\left[\epsilon_{y t}, \epsilon_{z t}\right]\right)\left|x \xrightarrow{w}\left(M_{\eta}(\cdot), \int_{0}^{1} M_{\eta x}(s) d\left[M_{\eta y}(s), M_{\eta z}(s)\right]\right)\right| B_{1}
$$

in the sense of weak convergence of random measures on $\mathcal{D}^{3} \times \mathbb{R}^{2}$, and

$$
\left(U_{\lfloor T \cdot\rfloor 1}, \tilde{U}_{\lfloor T \cdot\rfloor b}, T^{-1} \sum_{t=1}^{T} \sum_{s=1}^{t-1} \epsilon_{x s} \tilde{\epsilon}_{t b}\right)\left|x, y, z \xrightarrow{w}\left(B_{1}(\cdot), \tilde{B}_{m}^{\dagger}(\cdot), \int_{0}^{1} M_{\eta x}(s) d \tilde{B}_{m}^{\dagger}(s)\right)\right| B_{1}
$$

in the sense of weak convergence of random measures on $\mathcal{D}^{2} \times \mathbb{R}$.
We are now in a position to establish in Theorem 6 the large sample behaviour of $S$ conditional on $x$, and of $S^{*}$, its bootstrap analogue from Algorithm 1, conditional on the data. These two limiting distributions will be seen to coincide under the null hypothesis.

Theorem 6. Under DGP (1)-(3) and Assumption 2, the following converge jointly as $T \rightarrow \infty$, in the sense of weak convergence of random measures on $\mathbb{R}$ :

$$
\begin{equation*}
S\left|x \xrightarrow{w}\left\{h_{32}^{2} \int_{0}^{1} d_{2}(r)^{2}+h_{33}^{2} \int_{0}^{1} d_{3}(r)^{2}\right\}^{-1} \int_{0}^{1}\left\{F\left(r, c_{x}\right)+g_{z} G\left(r, c_{x}, c_{z}\right)\right\}^{2}\right| B_{1} \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
S^{*}\left|x, y, z \xrightarrow{w}\left\{h_{32}^{2} \int_{0}^{1} d_{2}(r)^{2}+h_{33}^{2} \int_{0}^{1} d_{3}(r)^{2}\right\}^{-1} \int_{0}^{1} F^{\dagger}\left(r, c_{x}\right)^{2}\right| B_{1} \tag{16}
\end{equation*}
$$

where

$$
F^{\dagger}\left(r, c_{x}\right):=B_{\eta}^{\dagger *}(r)-r B_{\eta}^{\dagger *}(1)-\int_{0}^{r} \bar{B}_{\eta 1, c_{x}}(s)\left\{\int_{0}^{1} \bar{B}_{\eta 1, c_{x}}(s)^{2}\right\}^{-1} \int_{0}^{1} \bar{B}_{\eta 1, c_{x}}(s) d B_{\eta}^{\dagger *}(s)
$$

with

$$
B_{\eta}^{\dagger *}(r):=h_{32}\left\{\int_{0}^{1} d_{2}(s)^{2}\right\}^{1 / 2} B_{\eta 2}^{\dagger}(r)+h_{33}\left\{\int_{0}^{1} d_{3}(s)^{2}\right\}^{1 / 2} B_{\eta 3}^{\dagger}(r)
$$

Remark 16. A comparison of (15) and (16) in Theorem 6 shows that the bootstrap statistic $S^{*}$, conditional on the data, and the original statistic $S$, conditional on $x$, share the same firstorder asymptotic distribution when $g_{z}=0$; that is, under the null hypothesis, $H_{u} / H_{x}$. An implication of this result, formalised in Corollary 1 below, is that it enables us to establish the asymptotic validity of the bootstrap test based on $S^{*}$. As usual, it is formulated in terms of bootstrap $P$-values.

Corollary 1. Under $H_{u} / H_{x}$ and Assumption 2,

$$
\begin{equation*}
P_{T}^{*}=P^{*}\left(S^{*} \leq S\right) \xrightarrow{w} U[0,1] \tag{17}
\end{equation*}
$$

as $T \rightarrow \infty$.

Remark 17. For the bootstrap statistic, $S^{*}$, the convergence result in (16) does not depend on the value of $g_{z}$; that is, the same limiting distribution is obtained under the alternative hypothesis, $H_{z} / H_{x z}$, as under the null hypothesis. In contrast, for the case of $S$ (conditional on $x)$, a stochastic offset, arising from the term $g_{z} G\left(r, c_{x}, c_{z}\right)$, is seen in the limiting distribution in (15). It is important to note, however, that the limiting distribution given in (15) does not coincide with that given in (10) in Theorem 3. The implication of this is that a bootstrap test based on $S^{*}$ will have non-trivial asymptotic local power under $H_{z} / H_{x z}$, but that this will not coincide (for a given alternative) with the asymptotic local power of an (infeasible) version of $S$ based on knowledge of the unknown parameter, $c_{x}$.

The practical implication of the foregoing results is that comparison of the original statistic $S$ with an empirical bootstrap critical value based on $B$ bootstrap replications, $c v_{\xi, B}$ as defined in Algorithm 1 and Remark 9, will result in a bootstrap test that has correct asymptotic size ( $\xi$ ) under $H_{u} / H_{x}$, and non-trivial local power under $H_{z} / H_{x z}$, the latter because while the empirical bootstrap critical value $c v_{\xi, B}$ will remain unchanged (at least in the limit), the corresponding critical value from the distribution of $S$ conditional on $x$ will depend on $g_{z}$. In what follows, as a matter of shorthand notation, we will denote by $S_{B}$ the fixed regressor wild bootstrap procedure outlined in Algorithm 1 and Remark 9, based on $B$ bootstrap replications, whereby $S$ is compared to the empirical bootstrap critical value $c v_{\xi, B}$.

### 4.4 Asymptotic Local Power of Stationarity Tests under $H_{z}$

We now turn to a consideration of the asymptotic local power of $S$ and $S_{B}$. We use the same set of unconditionally homoskedastic simulation models as for the size of $t_{u}$ and $Q$ in Figures $1-4$, so we overlay the power information on them. For the asymptotic power of $S$ under $H_{z}$ we use the limit expression (10), having first obtained 0.10 -level critical values from simulating (10) under $g_{z}=0$. Since these critical values depend on knowledge of $c_{x}$, we can consider $S$ an infeasible test against which to benchmark the power of the fixed regressor wild bootstrap procedure, $S_{B}$. The asymptotic power of $S_{B}$ is also based on the limit distribution of $S$ under $H_{z}$ but compared against a simulated limit bootstrap critical value $c v_{\xi, B}$ (see Remark 9) with $\xi=0.10$ in each Monte Carlo replication. For each replication, the simulated limit bootstrap critical value is obtained by simulating the limit (16) using $B=2000$ bootstrap replications, conditioning on the simulated $B_{1}$ for that Monte Carlo replication.

From Figure 1, where $c_{x}=c_{z}=0$, we see the power of $S$ rising rapidly with departures from $g_{z}=0$. For $g_{z}=50$, its power is very close to 1 . Turning attention to $S_{B}$, we see that it follows a very similar power profile to that of $S$; indeed, its power marginally exceeds that of $S$. It is of course anticipated from the discussion in Remark 17 that $S_{B}$ would not have the same asymptotic local power function as $S$, but the fact that its power exceeds that of $S$ is a most welcome finding especially as $S_{B}$, unlike $S$, represents a feasible procedure. Similar comments apply to Figure 2, where $c_{x}=c_{z}=5$, although a non-monotonicity in the power profiles of $S$ and $S_{B}$ is apparent for $\sigma_{x y}=-0.70$ and $\sigma_{z y}<0$ for small $g_{z}$, with power dipping below size.

In Figures 3 and 4 (which examines the larger values of $c_{x}=c_{z}$ ) the powers of $S$ and $S_{B}$ appear near identical, but at a lower level than in Figures 1 and 2. The issue of non-monotonicity with power below size when $\sigma_{x y}=-0.70$ and $\sigma_{z y}<0$ is more apparent here, revealing itself for small to moderate values of $g_{z}$. For larger values of $g_{z}$, power increases with $g_{z}$, as seen for all values of $g_{z}$ when $\sigma_{x y}=-0.70$ and $\sigma_{z y} \geq 0$, and when $\sigma_{x y}=\sigma_{z y}=0$.

The important comparison next is between the asymptotic power of $S_{B}$ (restricting our attention to the feasible procedure) and the size of $t_{u}$ and $Q$ (for discussion purposes we treat these as a pair because their size profiles are qualitatively similar). From Figure 1, it is clear that when $c_{x}=c_{z}=0$, the power of $S_{B}$ exceeds the size of $t_{u} / Q$, hence the invalidity of the predictive regression is detected with greater frequency than $t_{u} / Q$ spuriously reject in favour of predictability of $y_{t}$ by $x_{t-1}$. This demonstrates the capability of $S_{B}$ to detect predictive regression invalidity in cases where the important size problems associated with $t_{u} / Q$ are apparent. That the power of $S_{B}$ exceeds the size of $t_{u} / Q$ under $H_{z}$ is largely to be expected, because $S$ is designed to detect departures from the null of $g_{z}=0$ whereas such departures simply represent model mis-specification in the context of the predictive regression tests $t_{u}$ and $Q$. In Figure 2, where $c_{x}=c_{z}=5$, we again see that the power of $S_{B}$ generally out-strips the sizes of $t_{u} / Q$, with the size/power differences appearing even more marked than for $c_{x}=c_{z}=0$. The only exception to this is for $\sigma_{x y}=-0.70$ and $\sigma_{z y}<0$ when $g_{z}$ is small; however, since there is no discernible over-size for $t_{u} / Q$ here, this is of little concern. Similar remarks apply to Figures 3 and 4 for the cases of larger $c_{x}=c_{z}$, with $S_{B}$ power generally exceeding $t_{u} / Q$ size, with the exception of the non-monotonicity region when $\sigma_{x y}=-0.70$ and $\sigma_{z y}<0$; once again, however, we generally observe that where $S_{B}$ has power below size, $t_{u}$ and $Q$ do not over-reject. Comparing across the figures, as the persistence of $x_{t}$ and $z_{t}$ decrease, so do the powers of $S$ and $S_{B}$, in line with the decreasing size of $t_{u} / Q$ discussed above. This is as would be expected given that, other things equal, the influence of a less persistent $z_{t}$ becomes harder to detect.

## 5 Finite Sample Size and Power under $H_{z}$

In this section we evaluate the finite sample size properties of the predictive regression tests and the size and power of the newly proposed test for predictive regression invalidity. For the predictive regression tests, we first consider the feasible version of the $t_{u}$ test proposed by Cavanagh et al. (1995) and the feasible version of the $Q$ statistic proposed by Campbell and Yogo (2006), which both rely on Bonferroni bounds to control size. ${ }^{3}$ In addition, we consider the preferred IV-based test of Breitung and Demetrescu (2015) which combines a fractional instrument with a sine function instrument, denoted $I V_{\text {comb }}$ hereafter, comparing this against its asymptotic $\chi^{2}(1)$ critical value. For the predictive regression invalidity test we report results for the feasible bootstrap test $S_{B}$, based on $B=499$ bootstrap replications.

To begin, we continue to abstract from heteroskedasticity and consider finite sample DGPs for the same settings as were used in the asymptotic simulations above. Specifically, we simulate

[^3]the DGP (1)-(3) for $T=200$ with $\alpha_{y}=\alpha_{x}=\alpha_{z}=0, \beta_{x}=0, s_{x, 0}=s_{z, 0}=0, d_{i t}=1$
 $1-4$, i.e. rejection frequencies of nominal 0.10-level (two-sided for $t_{u}, Q$ and $I V_{c o m b}$ ) tests under $H_{z}$ for the same settings of $g_{z}, c_{x}=c_{z}, \sigma_{x}^{2}=\sigma_{z}^{2}=\sigma_{y}^{2}, \sigma_{x y}$ and $\sigma_{z y}$. The simulations are again conducted using 10,000 Monte Carlo replications. On comparing Figures 5-8 with their large sample counterparts in Figures 1-4, it is clear that our asymptotic simulations provide a close approximation to the finite sample rejection frequencies of $t_{u}, Q$ and $S_{B}$, particularly in terms of the relative behaviour of the tests, albeit in absolute terms the finite sample rejection frequencies tend to be slightly lower than their asymptotic counterparts. For $t_{u}$ and $Q$ this is in part a consequence of the feasible tests not having the same large sample properties as the infeasible tests. The general observations made on the basis of the asymptotic simulations apply equally here, that is a feature of increasing finite sample size of the predictive regression tests as $g_{z}$ increases, again suggesting an increasing likelihood of spurious predictive ability. As anticipated in the discussion of section 3.1, a similar pattern of rejections is found for $I V_{\text {comb }}$, where the spurious rejection frequencies are seen to be close to those associated with $t_{u}$ and $Q$. As regards $S_{B}$, its finite sample power is found to also increase with $g_{z}$, with the invalidity of the predictive regression generally detected with greater frequency than the predictive regression tests' spurious rejections. The capability of $S_{B}$ to detect predictive regression invalidity in cases where well-known predictive regression tests suffer problematic over-size is consequently also displayed in finite samples.

As a matter of practical interest, it is valuable to analyse the interplay between the occurrence of spurious rejections by the predictive regression tests and the likelihood of detecting predictive regression invalidity. To this end, we evaluate the performance of a putative two-step procedure, whereby in a first stage, the $S_{B}$ test for predictive regression invalidity is applied as a pre-test, and then a given predictive regression test ( $t_{u}, Q$ or $\left.I V_{c o m b}\right)$ is only applied as a second stage if $S_{B}$ fails to reject. As such, we are gauging the efficacy of using the $S_{B}$ test to reduce the degree of predictive regression test over-size by pre-screening for predictive regression invalidity. In Figures 5-8 we additionally report the rejection frequencies for such two-step pre-test-based procedures, denoted by $t_{u}^{\text {pre }}, Q^{\text {pre }}$ and $I V_{c o m b}^{\text {pre }}$; here, a rejection in favour of predictability of $y_{t}$ by $x_{t-1}$ is only returned if $S_{B}$ non-rejects and the appropriate predictive regression test rejects $\left(t_{u}, Q\right.$ or $\left.I V_{\text {comb }}\right)$. We observe that the substantial over-size seen for the $t_{u}, Q$ and $I V_{\text {comb }}$ tests is dramatically reduced by prior application of $S_{B}$ as a pre-test. Indeed, the $t_{u}^{p r e}, Q^{p r e}$ and $I V_{c o m b}^{p r e}$ sizes converge to zero as $g_{z}$ becomes large, driven by the power of $S_{B}$ increasing in $g_{z}$. For smaller $g_{z}$ we see that the $t_{u}^{p r e}, Q^{p r e}$ and $I V_{c o m b}^{p r e}$ rejection frequencies rarely exceed the nominal 0.10 level, particularly for the larger values of $c_{x}=c_{z}$ considered, and in the cases where some over-sizing does remain (mostly when $c_{x}=c_{z}=0$ ), the maximum size seen across $g_{z}$ is around 0.18 , though often much less. Comparing the original predictive regression tests with their pre-test-based counterparts, the role of the bootstrap predictive regression invalidity test $S_{B}$ would appear indisputable.

We next consider the impact of unconditional heteroskedasticity in the DGP, investigating the size of $I V_{c o m b}$ (and $I V_{c o m b}^{p r e}$ ) and the size and power of $S_{B}$ when the error processes are subject to a single break in volatility. ${ }^{4}$ Specifically, we again simulate the DGP (1)-(3) for $T=200$ with $\alpha_{y}=\alpha_{x}=\alpha_{z}=0, \beta_{x}=0, s_{x, 0}=s_{z, 0}=0$, and $e_{t} \sim \operatorname{IID} N\left(0, I_{3}\right)$, but now we let

$$
d_{i t}=\left\{\begin{array}{cc}
1 & t \leq\lfloor\tau T\rfloor \\
\sigma_{i} & t>\lfloor\tau T\rfloor
\end{array}, \quad i=1,2,3\right.
$$

with $\tau=\{0.3,0.7\}$ thereby allowing for two common volatility break timings, and $\sigma_{i}=\left\{1,4, \frac{1}{4}\right\}$ allowing for both upward and downward volatility shifts, with the chosen magnitudes being substantial for illustrative purposes. We consider $c_{x}=c_{z}=\{0,5,10\}$ and for simplification abstract from time-varying correlation between $\epsilon_{x t}, \epsilon_{z t}$ and $\epsilon_{y t}$ by setting $h_{31}=h_{32}=0$. Table 1 reports results for the size of $S_{B}, I V_{c o m b}$ and $I V_{c o m b}^{\text {pre }}$ where $g_{z}=0$ (note that the settings for $c_{z}$ and $\sigma_{2}$ are irrelevant here). Tables 2 and 3 then report results for $g_{z}=25$ and $g_{z}=50$ respectively, where the table entries correspond to power for $S_{B}$ and size for $I V_{c o m b}$ and $I V_{c o m b}^{p r e}$. As before, the results are for nominal 0.10 -level tests, two-sided in the case of $I V_{c o m b}$ and $I V_{c o m b}^{p r e}$.

Turning first to Table 1, it is clear that the size of $S_{B}$ is very well controlled across all the patterns of time-varying volatility of $\epsilon_{x t}$ and $\epsilon_{y t}$ we consider. The wild bootstrap aspect of the bootstrap methods that we propose therefore works well in achieving size close to the nominal level even for the large volatility changes that we consider. ${ }^{5}$ The $I V_{c o m b}$ test also displays a good degree of robustness to heteroskedasticity, although size can be a little inflated for some settings. As would be expected, $I V_{c o m b}^{p r e}$ displays empirical size slightly lower than that of $I V_{c o m b}$.

Finally, in Tables 2 and 3 we again see that, for a given heteroskedasticity setting, the power of $S_{B}$ is increasing in $g_{z}$. However, it is clear that the presence of (unconditional) heteroskedasticity can have a substantial influence on the level of power attainable. Other things equal, a volatility increase in $\epsilon_{z t}$ (an increase in $\sigma_{2}$ ) leads to higher $S_{B}$ power, with a volatility decrease in $\epsilon_{z t}$ having the opposite effect, while volatility changes in $\epsilon_{y t}$ have the reverse effect, with an increase (decrease) in $\sigma_{3}$ resulting in lower (higher) power for $S_{B}$. Volatility changes in $\epsilon_{x t}$ (changes in $\sigma_{1}$ ) appear to have relatively little effect. While the absolute powers can vary across the timing of the volatility changes, the directional relationships are the same for $\tau=0.3$ and $\tau=0.7$. A similar pattern of rejection frequencies is also observed for the sizes of the $I V_{\text {comb }}$ test under heteroskedasticity. In the same cases where $S_{B}$ power is increased (decreased), so the over-size of $I V_{\text {comb }}$ increases (decreases). As in the conditionally homoskedastic case, we generally see that the power of $S_{B}$ exceeds the size of $I V_{c o m b}$, although under the large volatility changes that we consider, there are a small number of cases where this ranking is reversed and $S_{B}$ power falls below $I V_{\text {comb }}$ size, typically associated with a reduction in $\epsilon_{z t}$ volatility and an increase in $\epsilon_{y t}$ volatility. In terms of the interplay between $S_{B}$ and $I V_{c o m b}$, we again see that the

[^4]pre-screened $I V_{c o m b}^{p r e}$ procedure always achieves a reduction in the over-size of $I V_{c o m b}$. In most cases, the reductions are substantial, as in the corresponding homoskedastic cases, resulting in an $I V_{c o m b}^{p r e}$ size at or below the nominal 0.10 level. In those situations where $S_{B}$ has power at a similar or lower level than the $I V_{c o m b}$ size, the rejection frequency of $I V_{c o m b}^{p r e}$ can be above the nominal level, sometimes to a greater extent than was seen under homoskedasticity, but in all cases the degree of over-size is still markedly lower than that of the original $I V_{\text {comb }}$ test which makes no use of the predictive regression invalidity test $S_{B}$. It appears, therefore, that $S_{B}$ has attractive size and power properties in finite samples as well as in the limit, and it is encouraging to see that for the most part these carry over to situations where the errors are unconditionally heteroskedastic.

## 6 An Empirical Illustration using U.S. Stock Index Returns

To illustrate how our proposed procedure may be used in practice, we consider predictability of the monthly U.S. S\&P returns, i.e. the differenced $\log$ S\&P stock price index, using either the $\log$ dividend-price ratio or $\log$ earnings-price ratio as the posited predictor variables. These measures are constructed using data on the monthly S\&P stock price, dividends and earnings obtained from Robert J. Shiller's website at http://www.econ.yale.edu/~shiller/data.htm. We use data for the period January 1871 to December 2014. The dividend-price ratio is calculated as the ratio of average dividends over the last year to the current stock price $(T=1716)$; the earnings-price ratio is calculated as the ratio of average dividends over the last ten years to the current stock price $(T=1608)$, cf. Campbell and Shiller (1988). Table 4 shows the values for the heteroskedasticity-robust $I V_{\text {comb }}$ statistic of Breitung and Demetrescu (2015) and our $S_{B}$ statistic, the latter implemented using BIC selection for the order of $p$ in the fitted regression (12), starting from $p_{\max }=12$ (roughly corresponding to $T^{1 / 3}$ ), with an appropriate degrees of freedom adjustment in the calculation of $s_{y}^{2}$. The $P$-values shown for $I V_{c o m b}$ are for the $\chi^{2}(1)$ distribution, while those $P$-values shown for $S_{B}$ are from the empirical bootstrap distribution based on $B=9999$ bootstrap replications.

Table 4. Application to monthly U.S. Stock Index Returns, Jan. 1871 - Dec. 2014

|  | Predictor |  |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Dividend-price ratio |  |  |  |  |  |  | Earnings-price ratio |  |
|  | $I V_{c o m b}$ | $S_{B}$ |  | $I V_{c o m b}$ | $S_{B}$ |  |  |  |  |
| Statistic | 21.01 | 2.02 |  | 14.45 | 17.85 |  |  |  |  |
| $P$-value | 0.00 | 0.00 |  | 0.00 | 0.00 |  |  |  |  |

For the dividend-price ratio predictor we see that the $I V_{c o m b}$ statistic rejects very strongly, thereby, when taken at face value, signalling substantial levels of predictability of $\mathrm{S} \& \mathrm{P}$ returns
by the $\log$ dividend-price ratio. ${ }^{6}$ However, any such conclusion of predictability is immediately thrown into serious question once we observe that $S_{B}$ also rejects strongly, implying that such a predictive regression model is potentially spurious, or at the very least, under-specified by some latent persistent process. This pattern of results is similar when we consider the earningsprice ratio as an alternate potential predictor. If anything, when this predictor is employed the warning message provided via $S_{B}$ is conveyed even more forcefully. ${ }^{7}$

## 7 Conclusions

In this paper we have examined the issue of spurious predictability that can potentially arise with recently proposed tests for predictability. We have shown that the outcomes from these tests have considerable potential to spuriously signal that a putative predictor is a genuine predictor whenever unobserved persistent latent variables, themselves uncorrelated with the putative predictors under test, are present in the underlying data generation process. To guard against this possibility we have proposed a diagnostic test for such predictive regression invalidity based on a well-known stationarity testing approach. In order to again allow for an unknown degree of persistence in the putative (and latent) predictors, and to allow for both conditional and unconditional heteroskedasticity in the data, a fixed regressor wild bootstrap test procedure was proposed and its asymptotic validity established. Doing so required us to establish some novel asymptotic results pertaining to the use of the fixed regressor bootstrap with non-stationary regressors, which are likely to have important applications beyond the present context. Monte Carlo simulations were reported which suggested that our proposed methods work well in practice. An empirical illustration using well-known U.S. stock market data highlighted the potential value of our procedure in practice.
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## Appendix

We start with some preliminaries. First, we set $s_{x, 0}=s_{z, 0}=0$ throughout the Appendix, without loss of generality under our assumptions. Second, for centred variables we introduce the notation $\check{y}_{t}:=y_{t}-\bar{y}, \stackrel{\circ}{x}_{t}:=x_{t}-\bar{x}_{-1}$ and $\Delta \grave{x}_{t}:=\Delta x_{t}-\overline{\Delta x}$, where $\bar{y}:=T^{-1} \sum_{t=1}^{T} y_{t}$, $\bar{x}_{-1}:=T^{-1} \sum_{t=0}^{T-1} x_{t}$ and $\overline{\Delta x}:=T^{-1} \sum_{t=1}^{T} \Delta x_{t}$.

Third, we will repeatedly use the following result, which holds under Assumption 1 by virtue of Lemma A. 1 of Boswijk et al. (2015),

$$
\begin{equation*}
T^{-1} \sum_{t=1}^{T} \epsilon_{t} \epsilon_{t}^{\prime} \xrightarrow{p} H\left[\int_{0}^{1} \operatorname{diag}\left\{d_{1}^{2}(r), d_{2}^{2}(r), d_{3}^{2}(r)\right\} d r\right] H^{\prime} \tag{18}
\end{equation*}
$$

where $\operatorname{diag}\{v\}$ denotes a diagonal matrix with $v$ on the main diagonal.
Fourth, we will also use the Orstein-Uhlenbeck convergence

$$
T^{-1 / 2}\left[\begin{array}{c}
x_{\lfloor T \cdot\rfloor}  \tag{19}\\
z_{\lfloor T \cdot\rfloor}
\end{array}\right] \xrightarrow{w} \int_{0}\left[\begin{array}{l}
e^{-(\cdot-s) c_{x}} d M_{\eta x}(s) \\
e^{-(\cdot-s) c_{z}} d M_{\eta z}(s)
\end{array}\right]=\left[\begin{array}{l}
M_{\eta x, c_{x}}(\cdot) \\
M_{\eta z, c_{z}}(\cdot)
\end{array}\right]=: M_{\eta c}(\cdot)
$$

and the associated convergence to stochastic integrals

$$
T^{-1} \sum_{t=1}^{T}\left[\begin{array}{c}
x_{t-1}  \tag{20}\\
z_{t-1}
\end{array}\right]\left[\epsilon_{t}^{\prime}, \Delta x_{t}, \Delta z_{t}\right] \xrightarrow{w} \int_{0}^{1} M_{\eta c}(s) d\left[M_{\eta}(s)^{\prime}, M_{\eta c}(s)^{\prime}\right] .
$$

These obtain from (4) by routine arguments using a standard approximation of the exponential function, partial summation and integration, and the continuous mapping theorem [CMT].

Proof of Theorem 1: We may set $\alpha_{y}, \alpha_{x}$ and $\alpha_{z}$ to zero, without loss of generality. First write $t_{u}$ as

$$
t_{u}=\frac{T^{-1} \sum_{t=1}^{T} \grave{x}_{t-1} y_{t}}{\sqrt{s_{y}^{2} T^{-2} \sum_{t=1}^{T} \stackrel{\check{x}}{t-1}_{2}^{2}}}
$$

Then, we can write

$$
\begin{aligned}
T^{-1} \sum_{t=1}^{T} \stackrel{\grave{x}}{t-1} y_{t}= & g_{x} T^{-2} \sum_{t=1}^{T} \grave{x}_{t-1} x_{t-1}+g_{z} T^{-2} \sum_{t=1}^{T} \grave{x}_{t-1} z_{t-1}+T^{-1} \sum_{t=1}^{T} \grave{x}_{t-1} \epsilon_{y t} \\
& \xrightarrow{w} g_{x} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r)^{2}+g_{z} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r) M_{\eta z, c_{z}}(r)+\int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r) d M_{\eta y}(r)
\end{aligned}
$$

and $T^{-2} \sum_{t=1}^{T} \grave{x}_{t-1}^{2} \xrightarrow{w} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r)^{2}$ using (19), (20) and the CMT. Also,

$$
\begin{aligned}
s_{y}^{2}= & T^{-1} \sum_{t=1}^{T} \stackrel{y}{y}_{t}^{2}-T^{-1} \frac{\left\{T^{-1} \sum_{t=1}^{T} \stackrel{\circ}{x}_{t-1} y_{t}\right\}^{2}}{T^{-2} \sum_{t=1}^{T} \stackrel{x}{x}_{t-1}^{2}}+o_{p}(1)=T^{-1} \sum_{t=1}^{T} y_{t}^{2}-\bar{y}^{2}+o_{p}(1) \\
= & T^{-1} \sum_{t=1}^{T}\left(g_{x} T^{-1} x_{t-1}+g_{z} T^{-1} z_{t-1}+\epsilon_{y t}\right)^{2} \\
& -\left\{T^{-1} \sum_{t=1}^{T}\left(g_{x} T^{-1} x_{t-1}+g_{z} T^{-1} z_{t-1}+\epsilon_{y t}\right)\right\}^{2}+o_{p}(1) \\
= & T^{-1} \sum_{t=1}^{T} \epsilon_{y t}^{2}+o_{p}(1) \xrightarrow{p} h_{31}^{2} \int_{0}^{1} d_{1}(r)^{2}+h_{32}^{2} \int_{0}^{1} d_{2}(r)^{2}+h_{33}^{2} \int_{0}^{1} d_{3}(r)^{2}
\end{aligned}
$$

by (18). Consequently, by the CMT,

$$
t_{u} \xrightarrow{w} \frac{g_{x} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r)^{2}+g_{z} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r) M_{\eta z, c_{z}}(r)+\int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r) d M_{\eta y}(r)}{\sqrt{\left\{h_{31}^{2} \int_{0}^{1} d_{1}(r)^{2}+h_{32}^{2} \int_{0}^{1} d_{2}(r)^{2}+h_{33}^{2} \int_{0}^{1} d_{3}(r)^{2}\right\} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r)^{2}}} .
$$

Proof of Theorem 2: It follows from the proof of Theorem 1 that

$$
T \hat{\beta}_{x} \xrightarrow{w} \frac{g_{x} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r)^{2}+g_{z} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r) M_{\eta z, c_{z}}(r)+\int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r) d M_{\eta y}(r)}{\int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r)^{2}} .
$$

Also,

$$
T\left(\hat{\rho}_{x}-\rho_{x}\right)=\frac{T^{-1} \sum_{t=1}^{T} \dot{x}_{t-1} \epsilon_{x t}}{T^{-2} \sum_{t=1}^{T} \dot{x}_{t-1}^{2}} \xrightarrow{w} \xrightarrow{\int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r) d M_{\eta x}(r)} \frac{\int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r)^{2}}{\text { 2 }}
$$

since $T^{-1} \sum_{t=1}^{T} \stackrel{\circ}{x}_{t-1} \epsilon_{x t} \xrightarrow{w} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r) d M_{\eta x}(r)$ using (19), (20) and the CMT. Now

$$
\begin{aligned}
\hat{\epsilon}_{x t} & =x_{t}-\bar{x}-\hat{\rho}_{x} \stackrel{\circ}{x}_{t-1} \\
& =\rho_{x} x_{t-1}+\epsilon_{x t}-\rho_{x} \bar{x}_{-1}-\bar{\epsilon}_{x}-\hat{\rho}_{x} \stackrel{\grave{x}}{t-1} \\
& =-\left(\hat{\rho}_{x}-\rho_{x}\right) \check{x}_{t-1}+\epsilon_{x t}-\bar{\epsilon}_{x}
\end{aligned}
$$

giving

$$
\begin{aligned}
s_{x}^{2}= & T^{-1} \sum_{t=1}^{T}\left\{-\left(\hat{\rho}_{x}-\rho_{x}\right) \grave{x}_{t-1}+\epsilon_{x t}-\bar{\epsilon}_{x}\right\}^{2}+o_{p}(1) \\
= & \left(\hat{\rho}_{x}-\rho_{x}\right)^{2} T^{-1} \sum_{t=1}^{T} \grave{x}_{t-1}^{2}+T^{-1} \sum_{t=1}^{T}\left(\epsilon_{x t}-\bar{\epsilon}_{x}\right)^{2} \\
& -2\left(\hat{\rho}_{x}-\rho_{x}\right) T^{-1} \sum_{t=1}^{T} \grave{x}_{t-1}\left(\epsilon_{x t}-\bar{\epsilon}_{x}\right)+o_{p}(1) \\
= & T^{-1} \sum_{t=1}^{T} \epsilon_{x t}^{2}+o_{p}(1) \xrightarrow{p} h_{11}^{2} \int_{0}^{1} d_{1}(r)^{2}
\end{aligned}
$$

by (18), and

$$
\begin{aligned}
s_{x y} & =T^{-1} \sum_{t=1}^{T} \hat{\epsilon}_{x t} \hat{\epsilon}_{y t}+o_{p}(1) \\
& =T^{-1} \sum_{t=1}^{T}\left\{-\left(\hat{\rho}_{x}-\rho_{x}\right) \stackrel{x}{x}_{t-1}+\epsilon_{x t}-\bar{\epsilon}_{x}\right\}\left\{\beta_{x} \stackrel{\check{x}}{t-1}+\beta_{z} \check{z}_{t-1}+\left(\epsilon_{y t}-\bar{\epsilon}_{y}\right)-\hat{\beta}_{x} \check{\check{x}}_{t-1}\right\}+o_{p}(1) \\
& =T^{-1} \sum_{t=1}^{T} \epsilon_{x t} \epsilon_{y t}+o_{p}(1) \xrightarrow{p} h_{11} h_{31} \int_{0}^{1} d_{1}(r)^{2}
\end{aligned}
$$

using (18).

So, using the limit of $s_{y}^{2}$ from Theorem 1, we find that

$$
\begin{aligned}
Q & =\frac{T \hat{\beta}_{x}-\left(s_{x y} / s_{x}^{2}\right) T\left(\hat{\rho}_{x}-\rho_{x}\right)}{\sqrt{s_{y}^{2}\left\{1-\left(s_{x y}^{2} / s_{y}^{2} s_{x}^{2}\right)\right\} / T^{-2} \sum_{t=1}^{T}\left(x_{t-1}-\bar{x}_{-1}\right)^{2}}} \\
& \stackrel{w}{\rightarrow} \frac{g_{x} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r)^{2}+g_{z} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r) M_{\eta z, c_{z}}(r)+\int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r) d M_{\eta y}(r)-\frac{h_{31}}{h_{11}} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r) d M_{\eta x}(r)}{\int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r)^{2}\left\{h_{31}^{2} \int_{0}^{1} d_{1}(r)^{2}+h_{32}^{2} \int_{0}^{1} d_{2}(r)^{2}+h_{33}^{2} \int_{0}^{1} d_{3}(r)^{2}\right\}} \times\left[1-h_{31}^{2} \int_{0}^{1} d_{1}(r)^{2}\left\{h_{31}^{2} \int_{0}^{1} d_{1}(r)^{2}+h_{32}^{2} \int_{0}^{1} d_{2}(r)^{2}+h_{33}^{2} \int_{0}^{1} d_{3}(r)^{2}\right\}^{-1}\right] \\
& =\frac{g_{x} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r)^{2}+g_{z} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r) M_{\eta z, c_{z}}(r)+\int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r) d M_{\eta y}(r)-\frac{h_{31}}{h_{11}} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r) d M_{\eta x}(r)}{\sqrt{\left\{h_{32}^{2} \int_{0}^{1} d_{2}(r)^{2}+h_{33}^{2} \int_{0}^{1} d_{3}(r)^{2}\right\} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r)^{2}}}
\end{aligned}
$$

Proof of Theorem 3: We may set $\alpha_{y}, \alpha_{x}$ and $\alpha_{z}$ to zero, and $g_{x}$ to $-c h_{11}^{-1} h_{31}$, without loss of generality, since the $\hat{e}_{t}$ are invariant to these parameters. Let $y_{t}^{x}:=y_{t}-h_{11}^{-1} h_{31} \Delta x_{t}$, $\grave{y}_{t}^{x}:=\check{y}_{t}-h_{11}^{-1} h_{33} \Delta \check{x}_{t}$ and $\epsilon_{y t}^{x}:=\epsilon_{y t}-h_{31} d_{1 t} e_{1 t}=h_{32} d_{2 t} e_{2 t}+h_{33} d_{3 t} e_{3 t}$. For later reference we first observe that

$$
\begin{align*}
T^{-1} \sum_{t=1}^{T} \stackrel{\grave{x}}{t-1}^{y_{t}^{x}=} & T^{-1} \sum_{t=1}^{T} \stackrel{\grave{x}}{t-1} \epsilon_{y t}^{x}+g_{z} T^{-1} \sum_{t=1}^{T} \stackrel{\grave{x}}{t-1}^{z_{t-1}}  \tag{21}\\
& \xrightarrow{w} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r) d B_{\eta}^{*}(r)+g_{z} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}(r) M_{\eta z, c_{z}}(r)
\end{align*}
$$

using (19), (20) and the CMT.
Next, consider the limit of the partial sum process for $\hat{e}_{t}$, which we write as

$$
T^{-1 / 2} \sum_{t=1}^{\lfloor T r\rfloor} \hat{e}_{t}=T^{-1 / 2} \sum_{t=1}^{\lfloor T r\rfloor} \check{y}_{t}-\left[\begin{array}{ll}
T^{-3 / 2} \sum_{t=1}^{\lfloor T r\rfloor} \stackrel{x}{x}_{t-1} & T^{-1 / 2} \sum_{t=1}^{\lfloor T r\rfloor} \Delta \grave{x}_{t} \tag{22}
\end{array}\right] N_{T} \hat{\boldsymbol{\beta}}
$$

with $N_{T}:=\operatorname{diag}\{1, T\}$ and

$$
N_{T} \hat{\boldsymbol{\beta}}:=\left[\begin{array}{cc}
T^{-2} \sum_{t=1}^{T} \dot{x}_{t-1}^{2} & T^{-1} \sum_{t=1}^{T} \grave{x}_{t-1} \Delta x_{t} \\
T^{-2} \sum_{t=1}^{T} \grave{x}_{t-1} \Delta x_{t} & T^{-1} \sum_{t=1}^{T}\left(\Delta \grave{x}_{t}\right)^{2}
\end{array}\right]^{-1}\left[\begin{array}{c}
T^{-1} \sum_{t=1}^{T} \grave{x}_{t-1} y_{t} \\
T^{-1} \sum_{t=1}^{T} \Delta \grave{x}_{t} y_{t}
\end{array}\right] .
$$

Before passing to the limit in (22), we focus on $N_{T} \hat{\boldsymbol{\beta}}$. It holds that

$$
N_{T} \hat{\boldsymbol{\beta}}=\Delta_{T}^{-1}\left[\begin{array}{cc}
T^{-1} \sum_{t=1}^{T}\left(\Delta \grave{x}_{t}\right)^{2} & -T^{-1} \sum_{t=1}^{T} \grave{x}_{t-1} \Delta x_{t}  \tag{23}\\
o_{p}(1) & T^{-2} \sum_{t=1}^{T} \stackrel{\grave{x}}{t-1}_{2}^{2}
\end{array}\right]\left[\begin{array}{c}
T^{-1} \sum_{t=1}^{T} \grave{x}_{t-1} y_{t} \\
T^{-1} \sum_{t=1}^{T} \Delta \grave{x}_{t} y_{t}
\end{array}\right],
$$

where $\Delta_{T}:=T^{-3}\left\{\sum_{t=1}^{T} \check{x}_{t-1}^{2} \sum_{t=1}^{T}\left(\Delta \grave{x}_{t}\right)^{2}-\left(\sum_{t=1}^{T} \grave{x}_{t-1} \Delta x_{t}\right)^{2}\right\}=T^{-3} \sum_{t=1}^{T} \grave{x}_{t-1}^{2} \sum_{t=1}^{T}\left(\Delta \grave{x}_{t}\right)^{2}+$ $o_{p}\left(T^{-3}\right)$ because $\sum_{t=1}^{T} \check{x}_{t-1} \Delta x_{t}=O_{p}(T)$ by (19) and (20). Further, as also $\sum_{t=1}^{T} \check{x}_{t-1} y_{t}=$
$O_{p}(T)$ by the proof of Theorem 1, it holds that

$$
\begin{align*}
& N_{T} \hat{\boldsymbol{\beta}}=\Delta_{T}^{-1}\left[\begin{array}{c}
T^{-2}\left\{\sum_{t=1}^{T} \stackrel{\circ}{x}_{t-1} y_{t} \sum_{t=1}^{T}\left(\Delta \stackrel{\circ}{x}_{t}\right)^{2}-\sum_{t=1}^{T} \stackrel{\circ}{x}_{t-1} \Delta x_{t} \sum_{t=1}^{T} \Delta \stackrel{\circ}{x}_{t} y_{t}\right\} \\
T^{-3} \sum_{t=1}^{T} \dot{x}_{t-1}^{2} \sum_{t=1}^{T} \Delta \dot{x}_{t} y_{t}+o_{p}(1)
\end{array}\right] \\
& =\Delta_{T}^{-1}\left[\begin{array}{c}
T^{-2}\left\{\sum_{t=1}^{T} \stackrel{\circ}{x}_{t-1} y_{t}^{x} \sum_{t=1}^{T}\left(\Delta \stackrel{\circ}{x}_{t}\right)^{2}-\sum_{t=1}^{T} \stackrel{\circ}{x}_{t-1} \Delta x_{t} \sum_{t=1}^{T} \Delta \stackrel{\circ}{x}_{t} y_{t}^{x}\right\} \\
T^{-3} \frac{h_{31}}{h_{11}} \sum_{t=1}^{T} \stackrel{\grave{x}}{t-1}_{2} \sum_{t=1}^{T}\left(\Delta \dot{x}_{t}\right)^{2}+T^{-3} \sum_{t=1}^{T} \dot{x}_{t-1}^{2} \sum_{t=1}^{T} \Delta \stackrel{\grave{x}}{t}^{y} y_{t}^{x}+o_{p}(1)
\end{array}\right] \\
& =\Delta_{T}^{-1}\left[\begin{array}{c}
T^{-2} \sum_{t=1}^{T} \stackrel{\circ}{x}_{t-1} y_{t}^{x} \sum_{t=1}^{T}\left(\Delta \dot{x}_{t}\right)^{2}+o_{p}(1) \\
T^{-3} \frac{h_{31}}{h_{11}} \sum_{t=1}^{T} \stackrel{\circ}{x}_{t-1}^{2} \sum_{t=1}^{T}\left(\Delta \dot{x}_{t}\right)^{2}+o_{p}(1)
\end{array}\right] \tag{24}
\end{align*}
$$

because $\sum_{t=1}^{T} \Delta \dot{x}_{t} y_{t}^{x}=\sum_{t=1}^{T} \Delta x_{t} \epsilon_{y t}^{x}+g_{z} T^{-1} \sum_{t=1}^{T} \Delta x_{t} z_{t-1}-T^{-1}\left(x_{T}-x_{1}\right)\left\{\sum_{t=1}^{T} \epsilon_{y t}^{x}+g_{z} T^{-1} \sum_{t=1}^{T} z_{t-1}\right\}$ $=o_{p}(T)$ given that (i) $\sum_{t=1}^{T} \Delta x_{t} \epsilon_{y t}^{x}=\sum_{t=1}^{T} \epsilon_{x t} \epsilon_{y t}^{x}-c T^{-1} \sum_{t=1}^{T} x_{t-1} \epsilon_{y t}^{x}=o_{p}(T)$ using (18) and the convergence $T^{-1} \sum_{t=1}^{T} x_{t-1} \epsilon_{y t}^{x} \xrightarrow{w} \int_{0}^{1} M_{\eta x, c_{x}}(s) d B_{\eta}^{*}(s)$ implied by (20), (ii) $T^{-1} \sum_{t=1}^{T} \Delta x_{t} z_{t-1}$ $\xrightarrow{w} \int_{0}^{1} M_{\eta z, c_{z}}(r) d M_{\eta x, c_{x}}(r)$ as a consequence of (20), (iii) $T^{-1 / 2}\left(x_{T}-x_{1}\right) \xrightarrow{w} M_{\eta x, c_{x}}(1)$ by (19) and the CMT, (iv) $T^{-1 / 2} \sum_{t=1}^{T} \epsilon_{y t}^{x} \xrightarrow{w} B_{\eta}^{*}(1)$, and (v) $T^{-3 / 2} \sum_{t=1}^{T} z_{t-1} \xrightarrow{w} \int_{0}^{1} M_{\eta z, c_{z}}(s)$ by (19) and the CMT. Finally,

$$
\begin{equation*}
N_{T} \hat{\boldsymbol{\beta}}=\left[\left(T^{-1} \sum_{t=1}^{T} \stackrel{\circ}{x}_{t-1}^{2}\right)^{-1} \sum_{t=1}^{T} \stackrel{\circ}{x}_{t-1} y_{t}^{x} \quad h_{31}^{-1} h_{33}\right]^{\prime}+o_{p}(1) \tag{25}
\end{equation*}
$$

because $T^{-1} \sum_{t=1}^{T}\left(\Delta \dot{x}_{t}\right)^{2}=T^{-1} \sum_{t=1}^{T} \epsilon_{t x}^{2}-2 c_{x} T^{-2} \sum_{t=1}^{T} \epsilon_{t x} x_{t-1}+T^{-3} c_{x}^{2} \sum_{t=1}^{T} x_{t-1}^{2}-T^{-2}\left(x_{T}-\right.$ $\left.x_{1}\right)^{2}=T^{-1} \sum_{t=1}^{T} \epsilon_{t x}^{2}+o_{p}(1) \xrightarrow{p} h_{11}^{2} \int_{0}^{1} d_{1}^{2}(r)$ by $(18)$, so $T^{-1} \sum_{t=1}^{T}\left(\Delta \stackrel{o}{x}_{t}\right)^{2}$ is bounded away from zero in $P$-probability.

Given (25), (22) simplifies to

$$
\begin{equation*}
T^{-1 / 2} \sum_{t=1}^{\lfloor T r\rfloor} \hat{e}_{t}=T^{-1 / 2} \sum_{t=1}^{\lfloor T r\rfloor} \stackrel{\circ}{y}_{t}^{x}-\frac{\sum_{t=1}^{T} \stackrel{\circ}{x}_{t-1} y_{t}^{x}}{T^{-1} \sum_{t=1}^{T} \grave{x}_{t-1}^{2}} T^{-3 / 2} \sum_{t=1}^{\lfloor T r\rfloor} \stackrel{\circ}{x}_{t-1}+\rho_{T}(r), \tag{26}
\end{equation*}
$$

where

$$
\begin{aligned}
\sum_{t=1}^{\lfloor T r\rfloor} \grave{y}_{t}^{x}= & \sum_{t=1}^{\lfloor T r\rfloor} \epsilon_{y t}^{x}+T^{-1} g_{z} \sum_{t=1}^{\lfloor T r\rfloor} z_{t-1}-\frac{\lfloor T r\rfloor-1}{T}\left\{\sum_{t=1}^{T} \epsilon_{y t}^{x}+T^{-1} g_{z} \sum_{t=1}^{T} z_{t-1}\right\} \\
& \xrightarrow{w} B_{\eta}^{*}(r)-r B_{\eta}^{*}(1)+g_{z}\left(\int_{0}^{r} M_{\eta z, c_{z}}(s)-r \int_{0}^{r} M_{\eta z, c_{z}}\right)
\end{aligned}
$$

in the sense of weak convergence of measures on $\mathcal{D}$, and $\rho_{T}(r)=o_{p}(1) T^{-3 / 2} \sum_{t=1}^{\lfloor T r\rfloor} \stackrel{\circ}{x}_{t-1}+$ $o_{p}(1) T^{-1 / 2} \sum_{t=1}^{\lfloor T r\rfloor} \Delta \dot{x}_{t}$ is such that

$$
\begin{equation*}
\sup _{r \in[0,1]}\left|\rho_{T}(r)\right| \leq o_{p}(1) \sup _{r \in[0,1]}\left|T^{-3 / 2} \sum_{t=1}^{\lfloor T r\rfloor} \stackrel{\circ}{x}_{t-1}\right|+o_{p}(1) T^{-1 / 2} \sup _{t=0, \ldots, T}\left|x_{t}\right|=o_{p}(1) \tag{27}
\end{equation*}
$$

because $\sup _{r \in[0,1]}\left|T^{-3 / 2} \sum_{t=1}^{\lfloor T r\rfloor} \stackrel{\circ}{x}_{t-1}\right| \xrightarrow{w} \sup _{r \in[0,1]}\left|\int_{0}^{r} \bar{M}_{\eta x, c_{x}}(s)\right|$ and $T^{-1 / 2} \sup _{t=0, \ldots, T}\left|x_{t}\right| \xrightarrow{w}$ $\sup _{r \in[0,1]}\left|M_{\eta x, c_{x}}(r)\right|$ by the CMT. Therefore, using also (21) and the CMT again,

$$
\begin{aligned}
& T^{-1 / 2} \sum_{t=1}^{\lfloor T r\rfloor} \hat{e}_{t} \xrightarrow{w} B_{\eta}^{*}(r)-r B_{\eta}^{*}(1)-\frac{\int_{0}^{1} \bar{M}_{\eta x, c_{x}}(s) d B_{\eta}^{*}(s)}{\int_{0}^{1} \bar{M}_{\eta x, c_{x}}^{2}(s)} \int_{0}^{r} \bar{M}_{\eta x, c_{x}}(s) \\
& \quad+g_{z}\left\{\int_{0}^{r} M_{\eta z, c_{z}}(s)-r \int_{0}^{1} M_{\eta z, c_{z}}(s)-\frac{\int_{0}^{1} \bar{M}_{\eta x, c_{x}}(s) M_{\eta z, c_{z}}(s)}{\int_{0}^{1} \bar{M}_{\eta x, c_{x}}^{2}(s)} \int_{0}^{r} \bar{M}_{\eta x, c_{x}}(s)\right\} \\
& \quad=F\left(r, c_{x}\right)+g_{z} G\left(r, c_{x}, c_{z}\right) .
\end{aligned}
$$

Next, using the previously established order of magnitude results, we have that,

$$
\begin{align*}
& \sum_{t=1}^{T} \hat{e}_{t}^{2}=\sum_{t=1}^{T} \grave{y}_{t}^{2}-\left[\begin{array}{ll}
T^{-1} \sum_{t=1}^{T} \grave{x}_{t-1} y_{t} & \sum_{t=1}^{T} \Delta \dot{x}_{t} y_{t}
\end{array}\right] N_{T} \hat{\boldsymbol{\beta}}  \tag{28}\\
& =\sum_{t=1}^{T} \check{y}_{t}^{2}-h_{31}^{-1} h_{33} \sum_{t=1}^{T} \Delta \check{x}_{t} y_{t}-\sum_{t=1}^{T} \dot{x}_{t-1} y_{t}\left(\sum_{t=1}^{T} \check{x}_{t-1}^{2}\right)^{-1} \sum_{t=1}^{T} \dot{x}_{t-1} y_{t}^{x}+o_{p}(T) \\
& =\sum_{t=1}^{T} \stackrel{y}{y}_{t}^{2}-h_{31}^{-2} h_{33}^{2} \sum_{t=1}^{T}\left(\Delta \stackrel{\circ}{x}_{t}\right)^{2}-h_{31}^{-1} h_{33} \sum_{t=1}^{T} \Delta \dot{x}_{t} y_{t}^{x}+o_{p}(T) \\
& =\sum_{t=1}^{T}\left(\dot{y}_{t}^{x}\right)^{2}+h_{31}^{-1} h_{33} \sum_{t=1}^{T} y_{t}^{x} \Delta \dot{x}_{t}+o_{p}(T) \\
& =\sum_{t=1}^{T}\left(\epsilon_{y t}^{x}\right)^{2}-2 T^{-1} g_{z} \sum_{t=1}^{T} z_{t-1} \epsilon_{y t}+T^{-2} g_{z}^{2} \sum_{t=1}^{T} z_{t-1}^{2}+o_{p}(T)=\sum_{t=1}^{T}\left(\epsilon_{y t}^{x}\right)^{2}+o_{p}(T),
\end{align*}
$$

where $T^{-1} \sum_{t=1}^{T}\left(\epsilon_{y t}^{x}\right)^{2} \xrightarrow{p} h_{32}^{2} \int_{0}^{1} d_{2}(r)^{2}+h_{33}^{2} \int_{0}^{1} d_{3}(r)^{2}$ by (18). Consequently,

$$
\begin{equation*}
s^{2} \xrightarrow{p} h_{32}^{2} \int_{0}^{1} d_{2}(r)^{2}+h_{33}^{2} \int_{0}^{1} d_{3}(r)^{2}, \tag{29}
\end{equation*}
$$

and by the CMT,

$$
S \xrightarrow{w}\left\{h_{32}^{2} \int_{0}^{1} d_{2}(r)^{2}+h_{33}^{2} \int_{0}^{1} d_{3}(r)^{2}\right\}^{-1} \int_{0}^{1}\left\{F\left(r, c_{x}\right)+g_{z} G\left(r, c_{x}, c_{z}\right)\right\}^{2} d r
$$

Before proceeding to the proof of Theorem 4, we first define some additional notation related to the conditional convergence modes used in the remainder of the Appendix. For weak convergence of random measures induced by conditioning, i.e., of the form $(\cdot)|x \xrightarrow{w}(\circ)| B_{1}$ and $(\mathbf{\Delta})|x, y, z \xrightarrow{w}(\triangle)| B_{1}$, we write $(\cdot) \xrightarrow{w_{x}}(\circ) \mid B_{1}$ and $(\cdot) \xrightarrow{w^{*}}(\triangle) \mid B_{1}$ respectively, the definitions being $E\{f(\cdot) \mid x\} \xrightarrow{w} E\left\{f(\circ) \mid B_{1}\right\}$ and $E\{g(\mathbf{\Delta}) \mid x, y, z\} \xrightarrow{w} E\left\{g(\triangle) \mid B_{1}\right\}$ for all bounded continuous real functions $f$ and $g$, where $\cdot, \circ, \boldsymbol{\Delta}$ and $\triangle$ are placeholders for random elements. We say that the $w_{x}$ and $w^{*}$ convergence are joint if $(E\{f(\cdot) \mid x\}, E\{g(\mathbf{\Delta}) \mid x, y, z\})^{\prime} \xrightarrow{w}\left(E\left\{f(\circ) \mid B_{1}\right\}, E\left\{g(\triangle) \mid B_{1}\right\}\right)^{\prime}$ for the same class of functions $f, g$. This is distinct from the two $w_{x}$ modes of convergence, $(\cdot) \xrightarrow{w_{x}}(\circ) \mid B_{1}$ and $(\mathbf{\Delta}) \xrightarrow{w_{x}}(\triangle) \mid B_{1}$, being joint, where $E\{h(\cdot, \mathbf{\Delta}) \mid x\} \xrightarrow{w} E\left\{h(\circ, \triangle) \mid B_{1}\right\}$ should hold for bounded continuous $h$ (and similarly, for $w^{*}$ ). We write $(\cdot)_{T}=O_{p}^{x}(1)$ to denote that for every $\varepsilon>0$ there exists a $C>0$ such that $P\left(P\left(\left\|(\cdot)_{T}\right\|>C \mid x\right)>\varepsilon\right)<\varepsilon$, and $(\cdot)_{T}=o_{p}^{x}(1)$ if $(\cdot)_{T} \xrightarrow{w_{x}} 0$, where $\|\cdot\|$ is a norm (for random processes, the uniform norm). The corresponding notation $O_{p}^{*}(1)$ and $o_{p}^{*}(1)$ is introduced similarly for conditioning on the data.

Proof of Theorem 4: From Theorem 2 of Rubshtein (1996), by extending the argument to the multivariate case, it follows that $E\left(f\left(U_{\lfloor T \cdot\rfloor 2}, U_{\lfloor T \cdot\rfloor 3}\right) \mid \mathcal{X}\right) \xrightarrow{\text { a.s. }} E\left(f\left(B_{2}, B_{3}\right)\right)$ for continuous bounded real $f$ on $\mathcal{D}^{2}$. Then, by the bounded convergence theorem for conditional expectations,

$$
\begin{equation*}
E_{x} f\left(U_{\lfloor T \cdot\rfloor 2}, U_{\lfloor T \cdot\rfloor 3}\right) \xrightarrow{\text { a.s. }} \operatorname{Ef}\left(B_{2}, B_{3}\right) \tag{30}
\end{equation*}
$$

for these functions $f$. As additionally $U_{\lfloor T \cdot\rfloor} \xrightarrow{w} B$ in $\mathcal{D}^{3}$ (a special case of (4)), from Corollary 4.1 of Crimaldi and Pratelli (2005) it follows that

$$
\begin{equation*}
E_{x} f\left(U_{\lfloor T \cdot\rfloor}^{\prime}\right) \xrightarrow{w} E\left(f\left(B^{\prime}\right) \mid B_{1}\right) \tag{31}
\end{equation*}
$$

for continuous bounded real $f$ on $\mathcal{D}^{3}$. Here we have used the result that conditioning on $x$ and $U_{L T . J 1}$ are equivalent.

Next, we note that $U_{t b}$, given the data, is a Gaussian process with independent increments, mean zero and variance function $V_{T}(r):=\operatorname{Var}^{*}\left(U_{\lfloor T r\rfloor b}\right)=T^{-1} \sum_{t=1}^{\lfloor T r\rfloor} e_{t} e_{t}^{\prime} \xrightarrow{p} r I_{3}(r \in[0,1])$, by Lemma A. 1 of Boswijk et al. (2015). As $V_{T}$ are component-wise increasing in $r$ and their point-wise limit is continuous in $r$, the convergence of $V_{T}$ is uniform in $r$, and it follows that

$$
\begin{equation*}
E^{*} f\left(U_{\lfloor T \cdot] b}^{\prime}\right) \xrightarrow{p} E f\left(B^{\dagger \prime}\right) \tag{32}
\end{equation*}
$$

for continuous bounded real $f$ on $\mathcal{D}^{3}$. Additionally, $\left[U_{[T \cdot]}^{\prime}, U_{[T \cdot] b}^{\prime}\right]^{\prime} \xrightarrow{w}\left[B^{\prime}, B^{\dagger}\right]^{\prime}$ on $\mathcal{D}^{6}$ by the martingale functional CLT [MFCLT] of Brown (1971), and so from Corollary 4.1 of Crimaldi and Pratelli (2005) it follows further that, for continuous bounded real $f$ on $\mathcal{D}^{6}$,

$$
E^{*} f\left(U_{\lfloor T \cdot\rfloor}^{\prime}, U_{\lfloor T \cdot\rfloor\rfloor}^{\prime}\right) \xrightarrow{w} E\left\{f\left(B^{\prime}, B^{\dagger}\right) \mid B\right\} ;
$$

here we have used the result that conditioning on $x, y, z$ and $U_{\lfloor T .\rfloor}$ are equivalent. In particular, for $f$ that do not depend on $U_{\lfloor T \cdot J 1}, U_{\lfloor T \cdot J 2}$, restricted to $\mathcal{D}^{4}$, the bootstrap counterpart of (31) is obtained:

$$
\begin{equation*}
E^{*} f\left(U_{\lfloor T \cdot\rfloor 1}, U_{\lfloor T \cdot\rfloor b}^{\prime}\right) \xrightarrow{w} E\left\{f\left(B_{1}, B^{\dagger \prime}\right) \mid B\right\}=E\left\{f\left(B_{1}, B^{\dagger \prime}\right) \mid B_{1}\right\}, \tag{33}
\end{equation*}
$$

the last equality following by the independence of the components of $\left[B^{\prime}, B^{\dagger}\right]^{\prime}$.
To see that (31) and (33) are joint, it is sufficient to apply the Cramer-Wald device to obtain

$$
\begin{equation*}
a E_{x} f\left(U_{\lfloor T \cdot\rfloor}^{\prime}\right)+b E^{*} g\left(U_{\lfloor T \cdot\rfloor 1}, U_{\lfloor T \cdot\rfloor}^{\prime}\right) \xrightarrow{w} E\left(a f\left(B^{\prime}\right)+b g\left(B_{1}, B^{\dagger}\right) \mid B_{1}\right) \tag{34}
\end{equation*}
$$

for arbitrary $a, b \in \mathbb{R}$ and for continuous bounded real $f$ and $g$ on $\mathcal{D}^{3}$ and $\mathcal{D}^{4}$, respectively. To this end, by Skorokhod's representation theorem applied to the Polish space $\mathcal{D}^{6}$, and since $\left[B^{\prime}, B^{\dagger}\right]^{\prime}$ has a.s. continuous sample paths, we can consider a probability space where $\left[U_{[T \cdot]}, U_{[T \cdot] b}^{\prime}\right]^{\prime} \rightarrow\left[B^{\prime}, B^{\dagger}\right]^{\prime}$ a.s. On this probability space, by Corollary 4.4 of Crimaldi and Pratelli (2005), (31) and (33) hold in probability instead of weakly, and hence, (34) holds in probability. Since the distribution of the involved conditional expectations only depends on $\left[U_{[T \cdot]}^{\prime}, U_{[T \cdot] b}^{\prime}\right]^{\prime}$ and $\left[B^{\prime}, B^{\dagger}\right]^{\prime}$, it follows that on general probability spaces (34) holds weakly.

Proof of Theorem 5: Introduce $\tilde{\epsilon}_{i t}:=d_{t} e_{i t}, \tilde{U}_{t i}:=T^{-1 / 2} \sum_{s=1}^{t} \tilde{\epsilon}_{i s}, \tilde{M}_{i}(\cdot):=\int_{0} d_{i}(s) d B_{i}(s)$ $(i=1,2,3), \tilde{U}_{t}:=\left[\tilde{U}_{t 1}, \tilde{U}_{t 2}, \tilde{U}_{t 3}\right]^{\prime}, \tilde{M}:=\left[\tilde{M}_{1}, \tilde{M}_{2}, \tilde{M}_{3}\right]^{\prime}$. Given that $\epsilon_{t}$ is a linear transformation of $\tilde{\epsilon}_{t}$, and linear transformations are continuous on the support of the process $\tilde{M}$, it suffices to establish that

$$
\begin{equation*}
\left(\tilde{U}_{\lfloor T \cdot]}, \sum_{t=1}^{T} \tilde{U}_{t-1,1}\left[\Delta \tilde{U}_{t 2}, \Delta \tilde{U}_{t 3}\right]\right) \xrightarrow{w_{x}}\left(\tilde{M}, \int_{0}^{1} \tilde{M}_{1}(s) d\left[\tilde{M}_{2}(s), \tilde{M}_{3}(s)\right]\right) \mid B_{1} \tag{35}
\end{equation*}
$$

jointly with

$$
\begin{equation*}
\left(U_{\lfloor T \cdot] 1}, \tilde{U}_{\lfloor T \cdot J b}, \sum_{t=1}^{T} \tilde{U}_{t-1,1} \Delta \tilde{U}_{t b}\right) \xrightarrow{w^{*}}\left(B_{1}, \tilde{B}_{m}^{\dagger}, \int_{0}^{1} \tilde{M}_{1}(s) d \tilde{B}_{m}^{\dagger}(s)\right) \mid B_{1} \tag{36}
\end{equation*}
$$

We shall prove Theorem 5 in this way.
Notice first that, given the data, $\tilde{U}_{\lfloor T \cdot \mid b}$ is a Gaussian process with independent increments, mean zero and variance function $\operatorname{Var}^{*}\left(\tilde{U}_{\lfloor T r\rfloor b}\right)=T^{-1} \sum_{t=1}^{\lfloor T r\rfloor} \tilde{e}_{T t}^{2}$. Under the assumption that $T^{-1} \sum_{t=1}^{\lfloor T r\rfloor} \tilde{e}_{T t}^{2} \xrightarrow{p} \int_{0}^{r} m^{2}(s) d s, r \in[0,1]$, this convergence is uniform in $r$ because $T^{-1} \sum_{t=1}^{\lfloor T r\rfloor} \tilde{e}_{T t}^{2}$ are increasing in $r$ and the limit integral is continuous in $r$. This suffices for the conclusion that $\tilde{U}_{\lfloor T \cdot\rfloor b}$ given the data (and thus, given $\left.U_{\lfloor T \cdot\rfloor}\right)$ converges weakly in probability to $\tilde{B}_{m}^{\dagger}$ :

$$
\begin{equation*}
E^{*} g\left(\tilde{U}_{\lfloor T \cdot J b}\right) \xrightarrow{p} E g\left(\tilde{B}_{m}^{\dagger}\right) \tag{37}
\end{equation*}
$$

for all bounded continuous real $g$ on $\mathcal{D}$, where $\tilde{B}_{m}^{\dagger}$ is a Gaussian process with independent increments, zero mean and variance function $\int_{0}^{\cdot} m^{2}(s) d s$. On the other hand, since $U_{\lfloor T \cdot]} \xrightarrow{w} B$ by the MFCLT of Brown (1971), and since $\mathcal{D}^{3} \times \mathcal{D}$ is separable, it follows that $\left[U_{[T \cdot]}^{\prime}, \tilde{U}_{[T \cdot] b}\right]^{\prime} \xrightarrow{w}$ [ $\left.B^{\prime}, \tilde{B}_{m}^{\dagger}\right]^{\prime}$ on $\mathcal{D}^{3} \times \mathcal{D}$, with $B$ and $\tilde{B}_{m}^{\dagger}$ independent (see Theorem 2.8 of Billingsley (1999)), and also on $\mathcal{D}^{4}$, because the limit process is continuous.

In view of Skorokhod's representation theorem and the a.s. continuity of $\left[B^{\prime}, \tilde{B}_{m}^{\dagger}\right]^{\prime \prime}$ 's sample paths, we may assume in the remainder of the proof that $\left[U_{[T \cdot]}^{\prime}, \tilde{U}_{[T \cdot] b}\right]^{\prime}$ and $\left[B^{\prime}, \tilde{B}_{m}^{\dagger}\right]^{\prime}$ are defined on the same probability space (say $\mathbb{S}$ ), and

$$
\begin{equation*}
\left[U_{[T \cdot]}^{\prime}, \tilde{U}_{[T \cdot] b}\right]^{\prime} \rightarrow\left[B^{\prime}, \tilde{B}_{m}^{\dagger}\right]^{\prime} \text { a.s. } \tag{38}
\end{equation*}
$$

By using (38) and the distributional properties of $\left[U_{[T \cdot]}^{\prime}, \tilde{U}_{[T \cdot J b}\right]^{\prime}$ (though not functional relations with the data and the bootstrap multipliers, which need not be defined on $\mathbb{S}$ ), we show that on $\mathbb{S}$ the convergence in (35)-(36) holds in probability, so in general it holds weakly. To be specific, we write $\tilde{U}_{t i}=\sum_{s=1}^{t} d_{i}(s / t) \Delta U_{t i}(i=1,2,3)$, and establish that on $\mathbb{S}$,

$$
\begin{equation*}
E_{x} \phi\left(\tilde{U}_{\lfloor T \cdot]}^{\prime}, \sum_{t=1}^{T} \tilde{U}_{t-1,1}\left[\Delta \tilde{U}_{t 2}, \Delta \tilde{U}_{t 3]}\right) \xrightarrow{p} E\left[\phi\left(\tilde{M}^{\prime}, \int_{0}^{1} \tilde{M}_{1}(s) d\left[\tilde{M}_{2}(s), \tilde{M}_{3}(s)\right]\right) \mid B_{1}\right]\right. \tag{39}
\end{equation*}
$$

and

$$
\begin{equation*}
E^{*} \psi\left(U_{\lfloor T \cdot\rfloor 1}, \tilde{U}_{\lfloor T \cdot\rfloor, b}, \sum_{t=1}^{T} \tilde{U}_{t-1,1} \Delta \tilde{U}_{t b}\right) \xrightarrow{p} E\left[\psi\left(B_{1}, \tilde{B}_{m}^{\dagger}, \int_{0}^{1} \tilde{M}_{1}(s) d \tilde{B}_{m}^{\dagger}(s)\right) \mid B_{1}\right] \tag{40}
\end{equation*}
$$

for every bounded and continuous real $\phi$ and $\psi$ on $\mathcal{D}^{3} \times \mathbb{R}^{2}$ and $\mathcal{D}^{2} \times \mathbb{R}$, respectively. On $\mathbb{S}$, $E_{x}$ and $E^{*}$ denote exclusively $E\left(\cdot \mid U_{\lfloor T \cdot\rfloor 1}\right)$ and $E\left(\cdot \mid U_{\lfloor T \cdot\rfloor}\right)$. In view of (30) and (37), on $\mathbb{S}$ we can still invoke

$$
E_{x} f\left(U_{\lfloor T \cdot\rfloor 2}, U_{\lfloor T \cdot\rfloor 3}\right) \xrightarrow{w} E f\left(B_{2}, B_{3}\right) \text { and } E^{*} g\left(\tilde{U}_{\lfloor T \cdot\rfloor\rfloor}\right) \xrightarrow{w} E g\left(\tilde{B}_{m}^{\dagger}\right)
$$

for arbitrary bounded and continuous real $f$ and $g$ on $\mathcal{D}^{2}$ and $\mathcal{D}$, respectively, because the distributions of the conditional expectations depend only on the distributions of $\left[U_{[T \cdot]}^{\prime}, \tilde{U}_{[T \cdot] b}\right]^{\prime}$
and $\left[B^{\prime}, \tilde{B}_{m}^{\dagger}\right]^{\prime}$. Moreover, in view also of (38), by Corollary 4.4 of Crimaldi and Pratelli (2005), it holds on $\mathbb{S}$ that

$$
\begin{equation*}
E_{x} h\left(U_{\lfloor T \cdot\rfloor}^{\prime}\right) \xrightarrow{p} E\left\{h\left(B^{\prime}\right) \mid B_{1}\right\} \text { and } E^{*} g\left(U_{\lfloor T \cdot\rfloor 1}, \tilde{U}_{\lfloor T \cdot\rfloor b}\right) \xrightarrow{p} E\left\{g\left(B_{1}, \tilde{B}_{m}^{\dagger}\right) \mid B_{1}\right\} \tag{41}
\end{equation*}
$$

for arbitrary bounded and continuous real $h$ and $g$ on $\mathcal{D}^{3}$ and $\mathcal{D}^{2}$.
It is well known that (39)-(40) cannot be put in the form of (41) for any choice of $h$ and $g$ because, in general, the stochastic integrals involved are not continuous transformations. Therefore, we resort to their continuous approximations, as is habitually done. We approximate:
(a) $\tilde{U}_{\lfloor T \cdot\rfloor j}$ by $\xi_{\delta j}\left(U_{\lfloor T \cdot\rfloor j}\right)(j=1,2,3)$, where $\xi_{\delta j}: \mathcal{D} \rightarrow \mathcal{D}$ are defined by $\xi_{\delta j}(X)=X(\cdot) \delta_{j}(\cdot)-$ $\int_{0} X(s) \delta_{j}^{\prime}(s) d s$ and are continuous on the support $C[0,1]$ of $B_{j}$ for every fixed smooth function $\delta_{j}:[0,1] \rightarrow \mathbb{R}$. Then, using (41) and integration by parts, it follows that

$$
\begin{aligned}
& E_{x} m\left(\xi_{\delta 1}\left(U_{\lfloor T \cdot\rfloor 1}\right), \xi_{\delta 2}\left(U_{\lfloor T \cdot J 2}\right), \xi_{\delta 3}\left(U_{\lfloor T \cdot\rfloor 3}\right)\right) \xrightarrow{p} E\left\{m\left(\xi_{\delta 1}\left(B_{1}\right), \xi_{\delta 2}\left(B_{2}\right), \xi_{\delta 3}\left(B_{3}\right)\right) \mid B_{1}\right\} \\
& =E\left\{m\left(\int_{0}^{r} \delta_{1}(s) d B_{1}(s), \int_{0} \delta_{2}(s) d B_{2}(s), \int_{0}^{\cdot} \delta_{3}(s) d B_{3}(s)\right) \mid B_{1}\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
& E^{*} n\left(U_{\lfloor T \cdot\rfloor 1}, \xi_{\delta 1}\left(U_{\lfloor T \cdot\rfloor 1}\right), \tilde{U}_{\lfloor T \cdot\rfloor b}\right) \xrightarrow{p} E\left\{n\left(B_{1}, \xi_{\delta 1}\left(B_{1}\right), \tilde{B}_{m}^{\dagger}\right) \mid B_{1}\right\} \\
& =E\left\{n\left(B_{1}, \int_{0} \delta_{1}(s) d B_{1}(s), \tilde{B}_{m}^{\dagger}\right) \mid B_{1}\right\} .
\end{aligned}
$$

for continuous $m, n: \mathcal{D}^{3} \rightarrow \mathbb{R}$. It then needs to be argued that the integrals involving smooth $\delta_{j}$ approximate those involving $d_{j}$, in conditional distribution, such that it also holds that $E_{x} m\left(\tilde{U}_{\lfloor T .\rfloor}\right) \xrightarrow{p} E\left\{m(\tilde{M}) \mid B_{1}\right\}$ and

$$
E^{*} n\left(U_{\lfloor T \cdot\rfloor 1}, \tilde{U}_{\lfloor T \cdot\rfloor 1}, \tilde{U}_{\lfloor T \cdot\rfloor b}\right) \xrightarrow{p} E\left\{n\left(B_{1}, \tilde{M}_{1}, \tilde{B}_{m}^{\dagger}\right) \mid B_{1}\right\} .
$$

(b) $\int_{0}^{1} \tilde{U}_{\lfloor T s-\rfloor 1} d \tilde{U}_{\lfloor T s\rfloor j}(j=2,3)$ and $\int_{0}^{1} \tilde{U}_{\lfloor T s-\rfloor 1} d \tilde{U}_{\lfloor T s\rfloor b}$ by $\zeta_{L}\left(\tilde{U}_{\lfloor T \cdot\rfloor 1}, \tilde{U}_{\lfloor T \cdot\rfloor j}\right)$ and $\zeta_{L}\left(\tilde{U}_{\lfloor T \cdot\rfloor 1}, \tilde{U}_{\lfloor T \cdot\rfloor b}\right)$, where $\zeta_{L}: \mathcal{D}^{2} \rightarrow \mathbb{R}$ is defined by

$$
\zeta_{L}(X, Y):=X(1) Y(1)-\sum_{i=1}^{L} Y\left(\frac{i}{L}\right)\left\{X\left(\frac{i}{L}\right)-X\left(\frac{i-1}{L}\right)\right\}=\int_{0}^{1} X^{L}(s-) d Y(s),
$$

with

$$
X^{L}(s):=\sum_{i=1}^{L} X\left(\frac{i-1}{L}\right) \mathbb{I}\left\{\frac{i-1}{L} \leq s<\frac{i}{L}\right\}+X(1) \mathbb{I}\{s=1\},
$$

and is continuous on the support of $\left[\tilde{M}_{1}, \tilde{M}_{j}\right]^{\prime}$ and $\left[\tilde{M}_{1}, \tilde{B}_{m}^{\dagger}\right]^{\prime}$ for every $L \in \mathbb{N}$. Then, by an appropriate choice of $m$ and $n$ above, it follows that

$$
E_{x} \phi\left(\tilde{U}_{\lfloor T \cdot\rfloor}, \zeta_{L}\left(\tilde{U}_{\lfloor T \cdot\rfloor 1}, \tilde{U}_{\lfloor T \cdot\rfloor 2}\right), \zeta_{L}\left(\tilde{U}_{\lfloor T \cdot\rfloor 1}, \tilde{U}_{\lfloor T \cdot\rfloor 3}\right)\right) \xrightarrow{p} E\left[\phi\left(\tilde{M}, \zeta_{L}\left(\tilde{M}_{1}, \tilde{M}_{2}\right), \zeta_{L}\left(\tilde{M}_{1}, \tilde{M}_{3}\right)\right) \mid B_{1}\right]
$$

and

$$
E^{*} \psi\left(U_{\lfloor T \cdot\rfloor 1}, \tilde{U}_{\lfloor T \cdot\rfloor b}, \zeta_{L}\left(\tilde{U}_{\lfloor T \cdot\rfloor 1}, \tilde{U}_{\lfloor T \cdot\rfloor b}\right)\right) \xrightarrow{p} E\left[\psi\left(B_{1}, \tilde{B}_{m}^{\dagger}, \zeta_{L}\left(\tilde{M}_{1}, \tilde{B}_{m}^{\dagger}\right)\right) \mid B_{1}\right]
$$

for $\phi$ and $\psi$ as in (39)-(40). To complete the proof, it remains to be shown that, as $L \rightarrow$ $\infty, \zeta_{L}$ approximates the stochastic integrals of interest sufficiently well, again in conditional distribution.

We turn to the accuracy of these approximations introduced previously, starting from point (a) and proceeding in two steps.
(a.1) By partial summation and the mean-value theorem,

$$
\begin{equation*}
\max _{r \in[0,1]}\left|\tilde{U}_{\lfloor T r\rfloor j}-\xi_{\delta j}\left(U_{\lfloor T \cdot\rfloor j}\right)(r)\right| \leq \max _{r \in[0,1]}\left|\frac{1}{T^{1 / 2}} \sum_{t=1}^{\lfloor r T\rfloor}\left\{d_{j}\left(\frac{t}{T}\right)-\delta_{j}\left(\frac{t}{T}\right)\right\} \Delta U_{t j}\right|+\frac{1}{2} \max _{r \in[0,1]}\left|R_{T}(r)\right|, \tag{42}
\end{equation*}
$$

where $R_{T}(r):=T^{-2} \sum_{t=1}^{\lfloor r T\rfloor} U_{t-1, j} \delta_{j}^{\prime \prime}\left(\theta_{t} / T\right)$, with $\theta_{t} \in[(t-1) / T, t / T]$, satisfies

$$
\max _{r \in[0,1]}\left|R_{T}(r)\right| \leq T^{-1} \max _{r \in[0,1]}\left|\delta_{j}^{\prime \prime}(r)\right| \max _{t=1, \ldots, T}\left|U_{t j}\right|=o_{p}^{x}(1)
$$

because $\left\{\max _{t=1, \ldots, T}\left|U_{t j}\right|\right\}\left|x \rightarrow \max _{[0,1]}\right| B_{j} \mid$ (a.s. for $j=1$ and weakly in probability for $j=2,3)$ by continuity of the sup on the support of $B_{j}$. Moreover, for $j=1$ and every $\lambda>0$, by Doob's inequality and the property $E\left(\Delta U_{t 1} \Delta U_{s 1}\right)=\mathbb{I}\{t=s\}$ (inherited on $\mathbb{S}$ from the martingale difference property of $e_{1 t}$ and the standardisation $E e_{1 t}^{2}=1$ ), it holds that

$$
\begin{aligned}
& P\left\{P_{x}\left(\max _{r \in[0,1]}\left|\frac{1}{T^{1 / 2}} \sum_{t=1}^{\lfloor r T\rfloor}\left\{d_{1}\left(\frac{t}{T}\right)-\delta_{1}\left(\frac{t}{T}\right)\right\} \Delta U_{t 1}\right| \geq \lambda\right)=0\right\} \\
= & 1-P\left(\max _{r \in[0,1]}\left|\frac{1}{T^{1 / 2}} \sum_{t=1}^{\lfloor r T\rfloor}\left\{d_{1}\left(\frac{t}{T}\right)-\delta_{1}\left(\frac{t}{T}\right)\right\} \Delta U_{t 1}\right| \geq \lambda\right) \\
\geq & 1-\frac{1}{\lambda^{2}} E\left(\frac{1}{T^{1 / 2}} \sum_{t=1}^{T}\left\{d_{1}\left(\frac{t}{T}\right)-\delta_{1}\left(\frac{t}{T}\right)\right\} \Delta U_{t 1}\right)^{2} \\
= & 1-\frac{1}{\lambda^{2} T} \sum_{t=1}^{T}\left\{d_{1}\left(\frac{t}{T}\right)-\delta_{1}\left(\frac{t}{T}\right)\right\}^{2} \underset{T \rightarrow \infty}{\rightarrow} 1-\frac{1}{\lambda^{2}} \int_{0}^{1}\left(d_{1}-\delta_{1}\right)^{2} .
\end{aligned}
$$

Since smooth functions are dense in $L_{2}[0,1]$, this limit can be made as close to 1 as desired by choosing $\delta_{1}$ according to $\lambda$. On the other hand, for $j=2,3$, by using $E_{x}\left(\Delta U_{t j} \mid\left\{\Delta U_{s j}\right\}_{s=1}^{t-1}\right)=0$ (inherited on $\mathbb{S}$ from $E_{x}\left(e_{j t} \mid \mathcal{F}_{t-1}\right)=0$, which is a distributional property), it follows from the conditional version of Doob's inequality that

$$
\begin{align*}
& P_{x}\left(\max _{r \in[0,1]}\left|\frac{1}{T^{1 / 2}} \sum_{t=1}^{\lfloor r T\rfloor}\left\{d_{j}\left(\frac{t}{T}\right)-\delta_{j}\left(\frac{t}{T}\right)\right\} \Delta U_{t j}\right| \geq \lambda\right)  \tag{43}\\
\leq & \frac{1}{\lambda^{2}} E_{x}\left(\frac{1}{T^{1 / 2}} \sum_{t=1}^{T}\left\{d_{j}\left(\frac{t}{T}\right)-\delta_{j}\left(\frac{t}{T}\right)\right\} \Delta U_{t j}\right)^{2}=\frac{1}{\lambda^{2} T} \sum_{t=1}^{T}\left\{d_{j}\left(\frac{t}{T}\right)-\delta_{j}\left(\frac{t}{T}\right)\right\}^{2} E_{x}\left[\left(\Delta U_{t j}\right)^{2}\right]
\end{align*}
$$

and from Markov's inequality that

$$
\begin{aligned}
& P\left(\frac{1}{\lambda^{2} T} \sum_{t=1}^{T}\left\{d_{j}\left(\frac{t}{T}\right)-\delta_{j}\left(\frac{t}{T}\right)\right\}^{2} E_{x}\left[\left(\Delta U_{t j}\right)^{2}\right] \geq \lambda\right) \leq \frac{E\left[\left(\Delta U_{1 j}\right)^{2}\right]}{\lambda^{3} T} \sum_{t=1}^{T}\left\{d_{j}\left(\frac{t}{T}\right)-\delta_{j}\left(\frac{t}{T}\right)\right\}^{2} \\
& \\
& T \rightarrow \infty \\
& \rightarrow \lambda^{-3} \int_{0}^{1}\left(d_{j}-\delta_{j}\right)^{2},
\end{aligned}
$$

which can be made as small as desired by the choice of $\delta_{j}$.
(a.2) By the continuous-time version of Doob's inequality,

$$
\begin{aligned}
P\left(\max _{r \in[0,1]}\left|\int_{0}^{r}\left\{d_{j}(u-)-\delta_{j}(u-)\right\} d B_{j}(u)\right| \geq \lambda\right) & \leq \frac{1}{\lambda^{2}} E\left(\int_{0}^{1}\left\{d_{j}(u-)-\delta_{j}(u-)\right\} d B_{j}(u)\right)^{2} \\
& =\lambda^{-2} \int_{0}^{1}\left(d_{j}-\delta_{j}\right)^{2}
\end{aligned}
$$

can be made as small as desired by the choice of $\delta_{j}$, as in step (a.1).
We consider next the integral approximations in point (b), starting from the non-bootstrap case. Let $\Delta_{T L}^{j}:=\sum_{t=1}^{T} \tilde{U}_{t-1,1} \Delta \tilde{U}_{t j}-\zeta_{L}\left(\tilde{U}_{\lfloor T \cdot] 1}, \tilde{U}_{\lfloor T \cdot\rfloor j}\right)$. As $E_{x}\left(\Delta U_{t j} \mid\left\{\Delta U_{s j}\right\}_{s=1}^{t-1}\right)=0(j=2,3$, $t=1, \ldots, T)$, with $\left\{T l_{i}\right\}_{i=0}^{L}=\left\{\left\lfloor\frac{T i}{L}\right\rfloor\right\}_{i=0}^{L}$ and $j=2,3$ it holds that

$$
\begin{aligned}
E_{x}\left\{\Delta_{T L}^{j}\right\}^{2} & =E_{x}\left\{\sum_{i=1}^{L} \sum_{t=T l_{i-1}+1}^{T l_{i}}\left(\tilde{U}_{t-1,1}-\tilde{U}_{T l_{i-1}, 1}\right) \Delta \tilde{U}_{t j}\right\}^{2} \\
& =T^{-1} \sum_{i=1}^{L} \sum_{t=T l_{i-1}+1}^{T l_{i}}\left(\tilde{U}_{t-1,1}-\tilde{U}_{T l_{i-1}, 1}\right)^{2} d_{j}^{2}\left(\frac{t}{T}\right) E_{x}\left[\left(\Delta U_{t j}\right)^{2}\right] \\
& \leq \sup _{[0,1]}\left|d_{j}^{2}\right| \sum_{i=1}^{L} \max _{t=T l_{i-1}+1, \ldots, T l_{i}}\left(\tilde{U}_{t-1,1}-\tilde{U}_{T l_{i-1}, 1}\right)^{2} \cdot T^{-1} \sum_{t=T l_{i-1}+1}^{T l_{i}} E_{x}\left[\left(\Delta U_{t j}\right)^{2}\right] .
\end{aligned}
$$

Here, first, $\tilde{U}_{[T \cdot\rfloor 1} \xrightarrow{p} \tilde{M}_{1}$ can be established on $\mathbb{S}$ by using the approximation of $\tilde{U}_{[T \cdot\rfloor 1}$ with $\xi_{\delta 1}\left(U_{\lfloor T \cdot\rfloor 1}\right)$ as was previously done, and second, $\gamma_{T i j}:=T^{-1} \sum_{t=T l_{i-1}+1}^{T l_{i}}\left(\Delta U_{t j}\right)^{2}$ satisfies $E_{x} \gamma_{T i j} \xrightarrow{p}$ $l_{i}-l_{i-1}$ as $T \rightarrow \infty$. Indeed, $E_{x} \gamma_{T i j}=\Gamma_{T i j, K}^{\leq}+\Gamma_{T i j, K}^{>}$for every $K>0$, where

$$
\begin{aligned}
& \Gamma_{\bar{T} i j, K}^{<}:=E_{x}\left(T^{-1} \sum_{t=T l_{i-1}+1}^{T l_{i}}\left(\Delta U_{t j}\right)^{2} \mathbb{I}\left\{\left(\Delta U_{t j}\right)^{2} \leq K\right\}\right) \\
& \xrightarrow{p}\left(l_{i}-l_{i-1}\right) E\left[\left(\Delta U_{t 1}\right)^{2} \mathbb{I}\left\{\left(\Delta U_{t 1}\right)^{2} \leq K\right\}\right] \rightarrow l_{i}-l_{i-1}
\end{aligned}
$$

as $T \rightarrow \infty$ followed by $K \rightarrow \infty$, by the bounded convergence theorem for conditional expectations (as $T \rightarrow \infty$ ) and then the monotone convergence theorem (as $K \rightarrow \infty$ ), and

$$
\Gamma_{T i j, K}^{>}:=E_{x}\left(T^{-1} \sum_{t=T l_{i-1}+1}^{T l_{i}}\left(\Delta U_{t j}\right)^{2} \mathbb{I}\left\{\left(\Delta U_{t j}\right)^{2}>K\right\}\right) \xrightarrow{p} 0
$$

as $T \rightarrow \infty$ followed by $K \rightarrow \infty$, by Markov's inequality and the uniformly bounded fourth moment of $\Delta U_{t j}$. Therefore, by Chebyshev's inequality, $P_{x}\left(\left|\Delta_{T L}^{j}\right| \geq \lambda\right)$ for every $\lambda>0$ is bounded above by $\lambda^{-2}$ times a r.v. converging in probability to

$$
\sup _{[0,1]}\left|d_{j}^{2}\right| \sum_{i=1}^{L} \max _{r \in\left[l_{i-1}, l_{i}\right]}\left|\tilde{M}_{1}(r)-\tilde{M}_{1}\left(l_{i-1}\right)\right|^{2} \cdot\left(l_{i}-l_{i-1}\right) .
$$

Further, using Doob's sub-martingale inequality,

$$
\begin{aligned}
& P\left(\sum_{i=1}^{L} \max _{r \in\left[l_{i-1}, l_{i}\right]}\left|\tilde{M}_{1}(r)-\tilde{M}_{1}\left(l_{i-1}\right)\right|^{2} \cdot\left(l_{i}-l_{i-1}\right) \geq \lambda\right) \\
\leq & \sum_{i=1}^{L} \frac{l_{i}-l_{i-1}}{\lambda} \operatorname{Var}\left(\tilde{M}_{1}\left(l_{i}\right)-\tilde{M}_{1}\left(l_{i-1}\right)\right)=\sum_{i=1}^{L} \frac{l_{i}-l_{i-1}}{\lambda} \int_{l_{i-1}}^{l_{i}} d_{1}^{2}(s) d s \\
\leq & \frac{1}{\lambda} \max _{i=1, \ldots, L}\left|l_{i}-l_{i-1}\right| \int_{0}^{1} d_{1}^{2}(s) d s \rightarrow 0
\end{aligned}
$$

as $L \rightarrow \infty$ for every $\lambda>0$. Hence,

$$
\lim _{L \rightarrow \infty} \limsup _{T \rightarrow \infty} P\left(P_{x}\left(\left|\sum_{t=1}^{T} \tilde{U}_{t-1,1} \Delta \tilde{U}_{t j}-\zeta_{L}\left(\tilde{U}_{\lfloor T \cdot\rfloor 1}, \tilde{U}_{[T \cdot\rfloor j}\right)\right| \geq \lambda\right) \geq \lambda\right)=0
$$

On the other hand, it also holds that

$$
\zeta_{L}\left(\tilde{M}_{1}, \tilde{M}_{2}\right)=\int_{0}^{1} \tilde{M}_{1}^{L}(s-) d \tilde{M}_{j}(s) \xrightarrow{p} \int_{0}^{1} \tilde{M}_{1}(s-) d \tilde{M}_{j}(s) \text { as } L \rightarrow \infty
$$

because $\int_{0}^{1}\left(\tilde{M}_{1}^{L}(s)-\tilde{M}_{1}(s)\right)^{2} d s \xrightarrow{p} 0$ as $L \rightarrow \infty$.
Regarding bootstrap integrals, the argument is similar except that $E^{*}\left(\Delta \tilde{U}_{t b}\right)^{2}$ appears instead of $E_{x}\left(\Delta U_{t j}\right)^{2}$. Since $E^{*}\left(\Delta \tilde{U}_{t b} \Delta \tilde{U}_{s b}\right)=0$ for $t \neq s$ (inherited on $\mathbb{S}$ from the independence of $w_{t}$ ), it holds that

$$
\begin{aligned}
E^{*}\left\{\sum_{i=1}^{L} \sum_{t=T l_{i-1}+1}^{T l_{i}}\left(\tilde{U}_{t-1,1}-\tilde{U}_{T l_{i-1}, 1}\right) \Delta \tilde{U}_{t b}\right\}^{2} & =T^{-1} \sum_{i=1}^{L} \sum_{t=T l_{i-1}+1}^{T l_{i}}\left(\tilde{U}_{t-1,1}-\tilde{U}_{T l_{i-1}, 1}\right)^{2} E^{*}\left(\Delta \tilde{U}_{t b}\right)^{2} \\
\leq & \sum_{i=1}^{L} \max _{t=T l_{i-1}+1, \ldots, T l_{i}}\left(\tilde{U}_{t-1,1}-\tilde{U}_{T l_{i-1}, 1}\right)^{2} \cdot T^{-1} \sum_{t=T l_{i-1}+1}^{T l_{i}} E^{*}\left(\Delta \tilde{U}_{t b}\right)^{2} \\
& \xrightarrow{p} \sum_{i=1}^{L} \max _{r \in\left[l_{i-1}, l_{i}\right]}\left|\tilde{M}_{1}(r)-\tilde{M}_{1}\left(l_{i-1}\right)\right|^{2} \int_{l_{i-1}}^{l_{i}} m^{2}(s) d s
\end{aligned}
$$

as $T \rightarrow \infty$, as $T^{-1} \sum_{t=T l_{i-1}+1}^{T l_{i}} E^{*}\left(\Delta \tilde{U}_{t b}\right)^{2} \xrightarrow{p} \int_{l_{i-1}}^{l_{i}} m^{2}(s) d s$ is a distributional property inherited on $\mathbb{S}$ from $T^{-1} \sum_{t=T l_{i-1}+1}^{T l_{i}} \tilde{e}_{T t}^{2} \xrightarrow{p} \int_{l_{i-1}}^{l_{i}} m^{2}(s) d s$. The rest of the argument proceeds as for nonbootstrap integrals. This completes the proof of the theorem.

We next discuss some implications of Theorem 5 for Orstein-Uhlenbeck limits and stochastic integrals involving them. With $s_{x, 0}=\alpha_{x}=0$, the standard evaluation

$$
\begin{aligned}
\max _{r \in[0,1]}\left|x_{\lfloor T r\rfloor}-e^{-c_{x} \frac{\lfloor T r\rfloor}{T}} \sum_{i=1}^{\lfloor T r\rfloor} e^{c_{x} \frac{i}{T}} \epsilon_{x i}\right| & \leq \max _{r \in\lfloor 0,1]}^{\lfloor T r\rfloor-1} \sum_{i=0}^{\left\lfloor\left.\left(1-c_{x} / T\right)^{i}-e^{-c_{x} \frac{i}{T}}| | \epsilon_{x,\lfloor T r\rfloor-i} \right\rvert\,\right.} \\
& \leq\left|\left(1-c_{x} / T\right)^{T}-e^{-c_{x}} \max _{[0,1]}\right| d_{1}\left|\sum_{t=1}^{T}\right| e_{1 t} \mid=O(1)
\end{aligned}
$$

holds for almost all $x$, by the ergodic theorem. As $\sum_{i=1}^{\lfloor T r\rfloor} e^{c_{x} \frac{i}{T}} \epsilon_{x i}=h_{11} \sum_{i=1}^{\lfloor T r\rfloor} e^{c_{x} \frac{i}{T}} d_{1}\left(\frac{i}{T}\right) e_{1 i}$, by applying Theorem 5 with $e^{c_{x}(\cdot)} d_{1}(\cdot)$ in place of $d_{1}(\cdot)$, it follows that

$$
T^{-1 / 2} x_{\lfloor T \cdot\rfloor} \xrightarrow{w_{x}} h_{11} e^{-c_{x}(\cdot)} \int_{0}^{\cdot} e^{c_{x} s} d_{1}(s) d B_{1}(s)\left|B_{1}=M_{\eta x, c_{x}}(\cdot)\right| B_{1},
$$

and similarly, $T^{-1 / 2} z_{[T \cdot]} \xrightarrow{w_{x}} M_{\eta z, c_{z}}(\cdot) \mid B_{1}$, jointly with the convergence in Theorem 5, by the argument for that theorem.

Regarding stochastic integrals, for $\tilde{\epsilon}_{i t}(i=2,3)$ introduced in the proof of Theorem 5, we find by partial summation that

$$
\left(1-\frac{c_{x}}{T}\right) \sum_{t=1}^{T} s_{x, t-1} \tilde{\epsilon}_{i t}=s_{x, T} \sum_{t=1}^{T} \tilde{\epsilon}_{i t}-\sum_{t=1}^{T} \epsilon_{x t} \sum_{s=1}^{t-1} \tilde{\epsilon}_{i s}+\frac{c_{x}}{T} \sum_{t=1}^{T} s_{x, t-1} \sum_{s=1}^{t-1} \tilde{\epsilon}_{i s}-\sum_{t=1}^{T} \epsilon_{x} \tilde{\epsilon}_{i t},
$$

where the following converge by the CMT, Theorem 5 and the discussion in the previous paragraph: $T^{-1} s_{x, T} \sum_{t=1}^{T} \tilde{\epsilon}_{i t} \xrightarrow{w_{x}} M_{\eta x, c_{x}}(1) \tilde{M}_{i}(1)\left|B_{1}, T^{-1} \sum_{t=1}^{T} \epsilon_{x t} \sum_{s=1}^{t-1} \tilde{\epsilon}_{i s} \xrightarrow{w_{x}} h_{11} \int_{0}^{1}\left[d \tilde{M}_{1}(s)\right] \tilde{M}_{i}(s)\right| B_{1}$, $T^{-2} \sum_{t=1}^{T} s_{x, t-1} \sum_{s=1}^{t-1} \tilde{\epsilon}_{i s} \xrightarrow{w_{x}} h_{11} \int_{0}^{1} \tilde{M}_{1}(s) \tilde{M}_{i}(s) d s \mid B_{1}$ jointly. Moreover, $T^{-1} \sum_{t=1}^{T} \epsilon_{x t} \tilde{\epsilon}_{i t}=o_{p}^{x}(1)$ by the conditional Chebyshev inequality, as

$$
\begin{equation*}
T^{-1} \operatorname{Var}_{x}\left(\sum_{t=1}^{T} \epsilon_{x x} \tilde{\epsilon}_{i t}\right) \leq K T^{-1} \sum_{t=1}^{T} e_{1 t}^{2} E_{x} e_{i t}^{2} \rightarrow K E\left(e_{1 t}^{2} e_{i t}^{2}\right) \text { a.s. } \tag{44}
\end{equation*}
$$

using the martingale difference property and the ergodic theorem, with $K:=h_{11}^{2} \sup _{[0,1]}\left|d_{1}^{2} d_{i}^{2}\right|$. Therefore,

$$
\begin{aligned}
T^{-1} \sum_{t=1}^{T} s_{x, t-1} \tilde{\epsilon}_{i t} & \xrightarrow{w_{x}}\left(M_{\eta x, c_{x}}(1) \tilde{M}_{i}(1)-h_{11} \int_{0}^{1}\left[d \tilde{M}_{1}(s)\right] \tilde{M}_{i}(s)+c_{x} h_{11} \int_{0}^{1} \tilde{M}_{1}(s) \tilde{M}_{i}(s) d s\right) \mid B_{1} \\
& =\int_{0}^{1} \tilde{M}_{i}(s) d M_{\eta x, c_{x}}(s) \mid B_{1}
\end{aligned}
$$

jointly with the convergence in Theorem 5 and its implications. By continuity again, as $T^{-2} \sum_{t=1}^{T} s_{x, t-1} z_{t-1} \xrightarrow{w_{x}} \int_{0}^{1} M_{\eta x, c_{x}}(s) M_{\eta z, c_{z}}(s) d s \mid B_{1}$ and $T^{-3 / 2} \sum_{t=1}^{T-1} s_{x, t} \xrightarrow{w_{x}} M_{\eta x, c_{x}}(1) \mid B_{1}$, it follows for $\stackrel{\circ}{x}_{x, t}:=s_{x, t}-T^{-1} \sum_{i=1}^{T-1} s_{x, i}$ and $\epsilon_{y t}^{x}:=\epsilon_{y t}-h_{31} d_{1 t} e_{1 t}$ that

$$
\begin{align*}
T^{-1} \sum_{t=1}^{T} \stackrel{\grave{s}}{x, t-1}^{y_{t}^{x}} & =T^{-1} \sum_{t=1}^{T} \stackrel{s}{x} x, t-1\left(\epsilon_{y t}^{x}+T^{-1} g_{z} z_{t-1}\right)  \tag{45}\\
& \stackrel{w_{x}}{\rightarrow}\left\{\int_{0}^{1} \bar{M}_{\eta x, c_{x}}(s) d B_{\eta}^{*}(s)+g_{z} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}(s) M_{\eta z, c_{z}}(s) d s\right\} \mid B_{1},
\end{align*}
$$

if $g_{x}=0$, where $B_{\eta}^{*}$ is defined in Theorem 3.
Proof of Theorem 6: We again set $\alpha_{y}, \alpha_{x}, \alpha_{z}$ to zero and $g_{x}$ to $-h_{11}^{-1} h_{31} c_{x}$, without loss of generality. Notice for further reference that for a random sequence $\xi_{T}$,

$$
\begin{equation*}
\xi_{T} \xrightarrow{p} K=\text { const } \quad \text { implies that } \quad \xi_{T} \xrightarrow{w_{x}} K \tag{46}
\end{equation*}
$$

because $\xi_{T} \xrightarrow{p} K$ implies, for bounded continuous $f$, that $E_{x} f\left(\xi_{T}\right) \xrightarrow{p} f(K)$. This follows from the 'in probability' bounded convergence theorem for conditional expectations.

From relations (26)-(27), with $\xi_{T}=\sup _{r \in[0,1]}\left|\rho_{T}(r)\right|$, it follows that

$$
T^{-1 / 2} \sum_{t=1}^{\lfloor T r\rfloor} \hat{e}_{t}=T^{-1 / 2} \sum_{t=1}^{\lfloor T r\rfloor} \grave{y}_{t}^{x}-\frac{\sum_{t=1}^{T} \grave{x}_{t-1} y_{t}^{x}}{T^{-1} \sum_{t=1}^{T} \grave{x}_{t-1}^{2}} T^{-3 / 2} \sum_{t=1}^{\lfloor T r\rfloor} \grave{x}_{t-1}+o_{p}^{x}(1)
$$

uniformly in $r$. Here, from Theorem 5, the convergence $T^{-1 / 2} z_{\lfloor T \cdot\rfloor} \xrightarrow{w_{x}} M_{\eta z, c_{z}}(\cdot) \mid B_{1}$ and the CMT,

$$
\begin{aligned}
\sum_{t=1}^{\lfloor T \cdot\rfloor} \grave{y}_{t}^{x}= & \sum_{t=1}^{\lfloor T \cdot\rfloor} \epsilon_{y t}^{x}+T^{-1} g_{z} \sum_{t=1}^{\lfloor T \cdot\rfloor} z_{t-1}-\frac{\lfloor T \cdot\rfloor-1}{T}\left\{\sum_{t=1}^{T} \epsilon_{y t}^{x}+T^{-1} g_{z} \sum_{t=1}^{T} z_{t-1}\right\} \\
& \xrightarrow{w_{x}}\left\{B_{\eta}^{*}(\cdot)-(\cdot) B_{\eta}^{*}(1)+g_{z}\left(\int_{0} M_{\eta z, c_{z}}(s) d s-(\cdot) \int_{0}^{1} M_{\eta z, c_{z}}(s) d s\right)\right\} \mid B_{1}
\end{aligned}
$$

so using also (45), the convergence $T^{-1 / 2} x_{\lfloor T .\rfloor} \xrightarrow{w_{x}} M_{\eta x, c_{x}}(\cdot) \mid B_{1}$ and the CMT, we have that

$$
T^{-1 / 2} \sum_{t=1}^{\lfloor T \cdot\rfloor} \hat{e}_{t} \xrightarrow{w_{x}}\left\{F\left(\cdot, c_{x}\right)+g_{z} G\left(\cdot, c_{x}, c_{z}\right)\right\} \mid B_{1}
$$

Next, (29) and (46) with $\xi_{T}=s_{y}^{2}$ imply that $s_{y}^{2} \xrightarrow{w_{x}} h_{32}^{2} \int_{0}^{1} d_{2}(r)^{2}+h_{33}^{2} \int_{0}^{1} d_{3}(r)^{2}$. Consequently, by the CMT,

$$
\begin{equation*}
S \xrightarrow{w_{x}}\left(\left\{h_{32}^{2} \int_{0}^{1} d_{2}(r)^{2}+h_{33}^{2} \int_{0}^{1} d_{3}(r)^{2}\right\}^{-1} \int_{0}^{1}\left\{F\left(r, c_{x}\right)+g_{z} G\left(r, c_{x}, c_{z}\right)\right\}^{2} d r\right) \mid B_{1} . \tag{47}
\end{equation*}
$$

We proceed to part (b). The bootstrap process $T^{-1 / 2} \sum_{t=1}^{\lfloor T \cdot\rfloor} y_{t}^{*}$ is of the form of $\tilde{U}_{[T \cdot] b}$ of Theorem 5, with $\tilde{e}_{T t}=\hat{e}_{t}$ satisfying $T^{-1} \sum_{t=1}^{\lfloor T r\rfloor} \hat{e}_{t}^{2}=T^{-1} \sum_{t=1}^{\lfloor T r\rfloor}\left(\epsilon_{y t}^{x}\right)^{2}+o_{p}(1), r \in[0,1]$. Under Assumption 1, using Lemma 3 of Boswijk et al. (2015), we conclude that $T^{-1} \sum_{t=1}^{\lfloor T r\rfloor} \hat{e}_{t}^{2} \xrightarrow{p}$ $h_{32}^{2} \int_{0}^{r} d_{2}^{2}(s) d s+h_{33}^{2} \int_{0}^{r} d_{3}^{2}(s) d s=\int_{0}^{r} m^{2}(s) d s$ with $m(s)=\sqrt{h_{32}^{2} d_{2}^{2}(s)+h_{33}^{2} d_{3}^{2}(s)}$. As $B_{\eta}^{\dagger *}$ is a Gaussian process with independent increments, mean zero and $\operatorname{Var}\left(B_{\eta}^{\dagger *}(r)\right)=\int_{0}^{r} m^{2}(s) d s$, from Theorem 5 and its discussion it follows that

$$
\left(U_{\lfloor T \cdot\rfloor 1}, T^{-1 / 2} \sum_{t=1}^{\lfloor T \cdot\rfloor} y_{t}^{*}, \sum_{t=1}^{T} \tilde{U}_{t-1,1} y_{t}^{*}\right) \stackrel{w^{*}}{\rightarrow}\left(B_{1}, B_{\eta}^{\dagger *}, \int_{0}^{1} \tilde{M}_{1}(s) d B_{\eta}^{\dagger *}(s)\right) \mid B_{1}
$$

jointly with $T^{-1 / 2} x_{\lfloor T \cdot]} \xrightarrow{w^{*}} M_{\eta x, c_{x}} \mid B_{1}$ and (47).
Next,

$$
T^{-1 / 2} \sum_{t=1}^{\lfloor T r\rfloor} \hat{\epsilon}_{y t}^{*}=T^{-1 / 2} \sum_{t=1}^{\lfloor T r\rfloor}\left(y_{t}^{*}-\bar{y}^{*}\right)-T^{-3 / 2} \sum_{t=1}^{\lfloor T r\rfloor} \grave{x}_{t-1} \frac{T^{-1} \sum_{t=1}^{T} \dot{x}_{t-1} y_{t}^{*}}{T^{-2} \sum_{t=1}^{T} \grave{x}_{t-1}^{2}}
$$

where by the CMT, the following converge jointly, and jointly with (47): $T^{-1 / 2} \sum_{t=1}^{\lfloor T \cdot\rfloor}\left(y_{t}^{*}-\right.$ $\left.\bar{y}^{*}\right) \xrightarrow{w^{*}}\left\{B_{\eta}^{\dagger *}(\cdot)-(\cdot) B_{\eta}^{\dagger *}(1)\right\}\left|B_{1}, T^{-3 / 2} \sum_{t=1}^{\lfloor T \cdot\rfloor} \stackrel{o}{x}_{t-1} \xrightarrow{w^{*}} \int_{0}^{\cdot} \bar{M}_{\eta x, c_{x}}(s) d s\right| B_{1}, T^{-1} \sum_{t=1}^{T} \grave{x}_{t-1} y_{t}^{*} \xrightarrow{w^{*}}$ $\int_{0}^{1} \bar{M}_{\eta x, c_{x}}(s) d B_{\eta}^{\dagger *}(s) \mid B_{1}$ analogously to (45), $T^{-2} \sum_{t=1}^{T} \grave{x}_{t-1}^{2} \xrightarrow{w^{*}} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}^{2}(s) d s \mid B_{1}$, and since the two limit processes in $\mathcal{D}$ are continuous,

$$
\begin{aligned}
& T^{-1 / 2} \sum_{t=1}^{\lfloor T r\rfloor} \hat{\epsilon}_{y t}^{*} \xrightarrow{w^{*}}\left(B_{\eta}^{\dagger *}(r)-r B_{\eta}^{\dagger *}(1)-\int_{0}^{r} \bar{M}_{\eta x, c_{x}}(s)\left\{\int_{0}^{1} \bar{M}_{\eta x, c_{x}}^{2}(s)\right\}^{-1} \int_{0}^{1} \bar{M}_{\eta x, c_{x}}(s) d B_{\eta}^{\dagger *}(s)\right) \mid B_{1} \\
= & \left(B_{\eta}^{\dagger *}(r)-r B_{\eta}^{\dagger *}(1)-\int_{0}^{r} \bar{B}_{\eta 1, c_{x}}(s)\left\{\int_{0}^{1} \bar{B}_{\eta 1, c_{x}}^{2}(s)\right\}^{-1} \int \bar{B}_{\eta 1, c_{x}}(s) d B_{\eta}^{\dagger *}(s)\right) \mid B_{1} \\
= & F^{\dagger}\left(r, c_{x}\right) \mid B_{1}
\end{aligned}
$$

in $\mathcal{D}$, jointly with (47). Moreover, using the previous convergence results we have that,

$$
\begin{aligned}
s_{y}^{* 2} & =T^{-1} \sum_{t=1}^{T}\left(y_{t}^{*}-\bar{y}^{*}\right)^{2}-T^{-1} \frac{\left\{T^{-1} \sum_{t=1}^{T} \dot{x}_{t-1} y_{t}^{*}\right\}^{2}}{T^{-2} \sum_{t=1}^{T} \dot{x}_{t-1}^{2}}+o_{p}^{*}(1) \\
& =T^{-1} \sum_{t=1}^{T} y_{t}^{* 2}+o_{p}^{*}(1)=T^{-1} \sum_{t=1}^{T} w_{t}^{2} \hat{e}_{t}^{2}+o_{p}^{*}(1) \\
& =T^{-1} \sum_{t=1}^{T} \hat{e}_{t}^{2}+T^{-1} \sum_{t=1}^{T}\left(w_{t}^{2}-1\right) \hat{e}_{t}^{2}+o_{p}^{*}(1) \\
& =T^{-1} \sum_{t=1}^{T} \hat{e}_{t}^{2}+o_{p}^{*}(1)
\end{aligned}
$$

because $E^{*}\left\{T^{-1} \sum_{t=1}^{T}\left(w_{t}^{2}-1\right) \hat{e}_{t}^{2}\right\}^{2}=2 T^{-2} \sum_{t=1}^{T} \hat{e}_{t}^{4}=o_{p}(1)$ under the assumption that the fourth moments are finite. We conclude that $s_{y}^{* 2} \xrightarrow{w^{*}} h_{32}^{2} \int d_{2}^{2}+h_{33}^{2} \int d_{3}^{2}$ and, by the CMT, that

$$
S^{*} \xrightarrow{w^{*}}\left(\left\{h_{32}^{2} \int d_{2}^{2}+h_{33}^{2} \int d_{3}^{2}\right\}^{-1} \int F^{\dagger}\left(r, c_{x}\right)^{2} d r\right) \mid B_{1}
$$

jointly with (47).
Proof of Corollary 1: The asymptotic validity of the bootstrap rests on the result that, as $T \rightarrow \infty, S$ conditional on $x$, under $H_{u} / H_{x}$, and $S^{*}$ conditional on the data, under all considered hypotheses, jointly converge weakly to the same random measure.

By Theorem 6, it holds that $\left[E_{x} f(S), E^{*} f\left(S^{*}\right)\right]^{\prime} \xrightarrow{w}\left[E\left\{f\left(S_{\infty}\right) \mid B_{1}\right\}, E\left\{f\left(S_{\infty}\right) \mid B_{1}\right\}\right]^{\prime}$ under $H_{u} / H_{x}$, for all continuous bounded real $f$, where $S_{\infty}$ is implicitly defined by (16). This implies weak convergence of the (random) cumulative distribution functions (or processes) of $S$ given $x$ and $S^{*}$ given the data, see e.g. Daley and Vere-Jones (2008, pp.143-144). Specifically, if $\Phi$ denotes the cumulative process of $S_{\infty}$ conditional on $B_{1}$ (i.e., $\Phi(z):=P\left(S_{\infty} \leq z \mid B_{1}\right)$, all $z$ ), then $\left[P_{x}(S \leq \cdot), P^{*}\left(S^{*} \leq \cdot\right)\right]^{\prime} \xrightarrow{w}[\Phi, \Phi]^{\prime}$ in $\mathcal{D} \times \mathcal{D}$. As the distribution of $S_{\infty}$ conditional on $B_{1}$ is atomless a.s., and so $\Phi$ is continuous a.s., the latter convergence holds also in $\mathcal{D}^{2}$ and implies that $\sup _{x \in \mathbb{R}}\left|P_{x}(S \leq x)-P^{*}\left(S^{*} \leq x\right)\right|=o_{p}(1)$. Therefore, if $\Phi_{T}$ denotes the cumulative process of $S$ conditional on $x$ (i.e., $\Phi_{T}(z):=P_{x}(S \leq z)$, all $z$ ), then $P^{*}\left(S^{*} \leq S\right)=\Phi_{T}(S)+o_{p}(1)$.

Further, define the quantile transformation using the right-continuous version of the generalised inverse. As the quantile transformation is continuous in the Skorokhod metric, it holds that $\left(\Phi_{T}, \Phi_{T}^{-1}\right) \xrightarrow{w}\left(\Phi, \Phi^{-1}\right)$ in $\mathcal{D}^{2}$. For $\theta \in[0,1]$,

$$
\begin{aligned}
P_{x}\left(\Phi_{T}(S) \geq \theta\right) & =P_{x}\left(S \geq \Phi_{T}^{-1}(\theta)\right)=1-P_{x}\left(S<\Phi_{T}^{-1}(\theta)\right) \\
& =1-\Phi_{T}\left(\Phi_{T}^{-1}(\theta)-\right) \xrightarrow{w} 1-\Phi\left(\Phi^{-1}(\theta)\right)=\theta
\end{aligned}
$$

using the continuity of $\Phi$, and the same holds in probability as the limit is a constant. By the Bounded convergence theorem, integration over $x$ yields $P\left(\Phi_{T}(S) \geq \theta\right) \rightarrow \theta$ for $\theta \in[0,1]$. Therefore, $\Phi_{T}(S) \xrightarrow{w} U[0,1]$. Since $P^{*}\left(S^{*} \leq S\right)=\Phi_{T}(S)+o_{p}(1)$, it also holds that $P^{*}\left(S^{*} \leq\right.$ $S) \xrightarrow{w} U[0,1]$.

Table 1. Finite sample size of $S_{B}$ and $I V_{c o m b}, I V_{c o m b}^{p r e}$ under volatility shifts:

$$
T=200, g_{x}=g_{z}=0, d_{i}=1(t \leq\lfloor\tau T\rfloor)+\sigma_{i} 1(t>\lfloor\tau T\rfloor), i=1,3
$$

| $\sigma_{1}$ | $\sigma_{3}$ | $c_{x}=0$ |  |  |  |  |  | $c_{x}=5$ |  |  |  |  |  | $c_{x}=10$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\tau=0.3$ |  |  | $\tau=0.7$ |  |  | $\tau=0.3$ |  |  | $\tau=0.7$ |  |  | $\tau=0.3$ |  |  | $\tau=0.7$ |  |  |
|  |  | $S_{B}$ | $I V_{\text {comb }}$ | $I V_{\text {comb }}^{\text {pre }}$ | $S_{B}$ | $I V_{\text {comb }}$ | $I V_{\text {comb }}^{\text {pre }}$ | $S_{B}$ | $I V_{\text {comb }}$ | $I V_{\text {comb }}^{\text {pre }}$ | $S_{B}$ | $I V_{\text {comb }}$ | $I V_{\text {comb }}^{\text {pre }}$ | $S_{B}$ | $I V_{\text {comb }}$ | $I V_{\text {comb }}^{\text {pre }}$ | $S_{B}$ | $I V_{\text {comb }}$ | $I V_{\text {comb }}^{\text {pre }}$ |
| 1 | 1 | 0.098 | 0.109 | 0.094 | 0.098 | 0.109 | 0.094 | 0.103 | 0.104 | 0.089 | 0.103 | 0.104 | 0.089 | 0.102 | 0.107 | 0.093 | 0.102 | 0.107 | 0.093 |
|  | 4 | 0.101 | 0.108 | 0.094 | 0.101 | 0.113 | 0.089 | 0.106 | 0.107 | 0.094 | 0.105 | 0.113 | 0.093 | 0.105 | 0.108 | 0.096 | 0.107 | 0.111 | 0.093 |
|  | $\frac{1}{4}$ | 0.102 | 0.112 | 0.081 | 0.098 | 0.106 | 0.087 | 0.104 | 0.107 | 0.079 | 0.099 | 0.106 | 0.089 | 0.104 | 0.105 | 0.081 | 0.102 | 0.105 | 0.091 |
| 4 | 1 | 0.100 | 0.110 | 0.093 | 0.102 | 0.112 | 0.096 | 0.103 | 0.106 | 0.091 | 0.104 | 0.112 | 0.093 | 0.104 | 0.109 | 0.094 | 0.104 | 0.116 | 0.098 |
|  | 4 | 0.099 | 0.109 | 0.099 | 0.102 | 0.118 | 0.104 | 0.107 | 0.110 | 0.098 | 0.107 | 0.120 | 0.106 | 0.106 | 0.114 | 0.103 | 0.109 | 0.123 | 0.109 |
|  | $\frac{1}{4}$ | 0.101 | 0.109 | 0.062 | 0.099 | 0.100 | 0.073 | 0.104 | 0.104 | 0.062 | 0.102 | 0.101 | 0.071 | 0.106 | 0.102 | 0.064 | 0.102 | 0.105 | 0.078 |
| $\frac{1}{4}$ | 1 | 0.102 | 0.112 | 0.093 | 0.099 | 0.111 | 0.094 | 0.102 | 0.108 | 0.091 | 0.105 | 0.107 | 0.090 | 0.104 | 0.109 | 0.092 | 0.110 | 0.107 | 0.091 |
|  | 4 | 0.103 | 0.107 | 0.079 | 0.103 | 0.110 | 0.074 | 0.102 | 0.101 | 0.082 | 0.108 | 0.107 | 0.077 | 0.104 | 0.101 | 0.081 | 0.108 | 0.107 | 0.081 |
|  | $\frac{1}{4}$ | 0.103 | 0.115 | 0.099 | 0.098 | 0.108 | 0.091 | 0.105 | 0.113 | 0.095 | 0.101 | 0.109 | 0.093 | 0.106 | 0.113 | 0.097 | 0.101 | 0.110 | 0.097 |

Table 2. Finite sample rejection frequencies of $S_{B}$ (power) and $I V_{c o m b}, I V_{c o m b}^{\text {pre }}$ (size) under volatility shifts:

$$
T=200, g_{x}=0, g_{z}=25, d_{i}=1(t \leq\lfloor\tau T\rfloor)+\sigma_{i} 1(t>\lfloor\tau T\rfloor), i=1,2,3
$$



Table 3. Finite sample rejection frequencies of $S_{B}$ (power) and $I V_{c o m b}, I V_{c o m b}^{\text {pre }}$ (size) under volatility shifts:

$$
T=200, g_{x}=0, g_{z}=50, d_{i}=1(t \leq\lfloor\tau T\rfloor)+\sigma_{i} 1(t>\lfloor\tau T\rfloor), i=1,2,3
$$




Figure 1. Asymptotic rejection frequencies of $S, S_{B}$ (power) and $t_{u}, Q$ (size): $g_{x}=0, c_{x}=c_{z}=0$;

$$
S:--, S_{B}:-, t_{u}:---, Q:--
$$


(a) $\sigma_{x y}=0, \sigma_{z y}=0$

1
$i$

(d) $\sigma_{x y}=-0.70, \sigma_{z y}=0$

(b) $\sigma_{x y}=-0.70, \sigma_{z y}=-0.35$

(e) $\sigma_{x y}=-0.70, \sigma_{z y}=0.35$

(c) $\sigma_{x y}=-0.70, \sigma_{z y}=-0.70$

(f) $\sigma_{x y}=-0.70, \sigma_{z y}=-0.70$

Figure 2. Asymptotic rejection frequencies of $S, S_{B}$ (power) and $t_{u}, Q$ (size): $g_{x}=0, c_{x}=c_{z}=5$;

$$
S:--, S_{B}:-, t_{u}:---, Q:--
$$



Figure 3. Asymptotic rejection frequencies of $S, S_{B}$ (power) and $t_{u}, Q$ (size): $g_{x}=0, c_{x}=c_{z}=10$;
$S:--, S_{B}:-, t_{u}:--, Q:--$


Figure 4. Asymptotic rejection frequencies of $S, S_{B}$ (power) and $t_{u}, Q$ (size): $g_{x}=0, c_{x}=c_{z}=20$;
$S:--, S_{B}:-, t_{u}:--, Q:--$

(a) $\sigma_{x y}=0, \sigma_{z y}=0$
$T$
$\dot{C}$

(b) $\sigma_{x y}=-0.70, \sigma_{z y}=-0.35$

(e) $\sigma_{x y}=-0.70, \sigma_{z y}=0.35$

(c) $\sigma_{x y}=-0.70, \sigma_{z y}=-0.70$

(f) $\sigma_{x y}=-0.70, \sigma_{z y}=-0.70$

Figure 5. Finite sample rejection frequencies of $S_{B}$ (power) and $t_{u}, Q, I V_{\text {comb }}, t_{u}^{\text {pre }}, Q^{\text {pre }}, I V_{\text {comb }}^{\text {pre }}$ (size): $T=200, g_{x}=0, c_{x}=c_{z}=0$;

$$
S_{B}:-, t_{u}:--, Q:--, I V_{\text {comb }}: \cdots, t_{u}^{p r e}:-\mathbf{\Delta}-, Q^{\text {pre }}:-\mathbf{\Lambda}-, I V_{c o m b}^{p r e}: \cdots \mathbf{\Delta} \cdots
$$



(a) $\sigma_{x y}=0, \sigma_{z y}=0$

(d) $\sigma_{x y}=-0.70, \sigma_{z y}=0$

(b) $\sigma_{x y}=-0.70, \sigma_{z y}=-0.35$

(e) $\sigma_{x y}=-0.70, \sigma_{z y}=0.35$

(c) $\sigma_{x y}=-0.70, \sigma_{z y}=-0.70$

(f) $\sigma_{x y}=-0.70, \sigma_{z y}=-0.70$

Figure 6. Finite sample rejection frequencies of $S_{B}$ (power) and $t_{u}, Q, I V_{\text {comb }}, t_{u}^{p r e}, Q^{\text {pre }}, I V_{\text {comb }}^{\text {pre }}$ (size): $T=200, g_{x}=0, c_{x}=c_{z}=5$;

$$
S_{B}:-, t_{u}:---Q:--, I V_{c o m b}: \cdots, t_{u}^{\text {pre }}:-\boldsymbol{\Delta}-, Q^{p r e}:-\mathbf{\Delta}-, I V_{\text {comb }}^{p r e}: \cdots \mathbf{\Delta} \cdots
$$



Figure 7. Finite sample rejection frequencies of $S_{B}$ (power) and $t_{u}, Q, I V_{c o m b}, t_{u}^{p r e}, Q^{p r e}, I V_{\text {comb }}^{\text {pre }}$ (size): $T=200, g_{x}=0, c_{x}=c_{z}=10$;

$$
S_{B}:-, t_{u}:--, Q:--, I V_{c o m b}: \cdots, t_{u}^{\text {pere }}:-\boldsymbol{\Delta}-, Q^{\text {pre }}:-\boldsymbol{\Delta}-, I V_{c o m b}^{p r}: \cdots \mathbf{\Delta} \cdots
$$



Figure 8. Finite sample rejection frequencies of $S_{B}$ (power) and $t_{u}, Q, I V_{c o m b}, t_{u}^{p r e}, Q^{\text {pre }}, I V_{\text {comb }}^{\text {pre }}$ (size): $T=200, g_{x}=0, c_{x}=c_{z}=20$;

$$
S_{B}:-, t_{u}:--, Q:--, I V_{c o m b}: \cdots, t_{u}^{\text {pere }}:-\boldsymbol{\Delta}-, Q^{\text {pre }}:-\mathbf{\Delta}-, I V_{c o m b}^{p r}: \cdots \mathbf{\Delta} \cdots
$$


[^0]:    *Correspondence to: Robert Taylor, Essex Business School, University of Essex, Wivenhoe Park, Colchester, CO4 3SQ, United Kingdom. Email: rtaylor@essex.ac.uk.

[^1]:    ${ }^{1}$ Notice that the assumption that $E\left(e_{t} e_{t}^{\prime}\right)=I_{3}$ made in part (b)i is without loss of generality and is made only to simplify notation.

[^2]:    ${ }^{2}$ It is a requirement that $\sigma_{x y}^{2}+\sigma_{z y}^{2}<1$ (given $\sigma_{x}^{2}=\sigma_{z}^{2}=\sigma_{y}^{2}=1$ ) in order to ensure $\Omega$ is positive definite.

[^3]:    ${ }^{3}$ We are grateful to Campbell and Yogo for making their Gauss code available for these two procedures.

[^4]:    ${ }^{4}$ We do not consider $t_{u}$ and $Q$ here since these procedures are not designed to be robust to heteroskedastic errors.
    ${ }^{5}$ We also simulated the finite sample size of $S_{B}$ under a variety of conditionally heteroskedastic specifications, including multivariate GARCH and EGARCH, the latter an example of an asymmetric GARCH process. The size of $S_{B}$ was found to be well controlled, with only minor deviations from nominal size observed.

[^5]:    ${ }^{6}$ Although not reported, the feasible $Q$ statistic of Campbell and Yogo (2006) (implemented using BIC lag selection with $p_{\max }=12$ ) indicated predictability at the 0.10 -level.
    ${ }^{7}$ We also performed the $I V_{\text {comb }}$ and $S_{B}$ tests with the log dividend-price ratio and log earnings-price ratio jointly included in the predictive regression, as opposed to individually. $P$-values of 0.00 were found for these procedures also.

