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Suppose that social states can be ordered from left to right such that all preferences are single-peaked, then there exist non-degenerate strategy-proof voting rules. E.g. choosing the median of the individual peaks defines an anonymous, neutral and strategy-proof voting rule.

Unfortunately, for many economically relevant domains all strategy-proof voting rules are dictatorial, even under generalized single-peakedness.
Nehring/Puppe (2007/2010) demonstrate the existence of non-dictatorial and strategy-proof voting rules for classes of generalized single-peaked preferences. Unfortunately, for many economically relevant domains all strategy-proof voting rules are dictatorial, even under generalized single-peakedness.
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The (K,L)-Simplex

**Definition ((K,L)-Simplex)**

A (K,L)-Simplex is the set

\[ X = \{ x \in \mathbb{R}^K : \sum_{j=1}^{K} x_j = L, x_j \geq 0 \} \]

**Economic Applications:**

- budget allocation problem where \( x_j \) is the money amount spent on (public) good \( j \) and \( L \) the total budget,
- aggregation of probability distributions (\( L = 1 \)), where \( x_j \) is the probability of \( j \)

If \( K \geq 3 \), all strategy-proof voting rules on \( X \) are dictatorial, even under generalized single-peaked preferences (See Nehring and Puppe 2010).
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- Let \( d(x, y) = \frac{1}{2} \sum_{j=1}^{K} |x_j - y_j| \) denote the **distance** between \( x \) and \( y \), e.g. in the public goods context the number of dollars that have to be shifted to get from allocation \( x \) to \( y \).
- We assume that an agent \( i \) has (generalized) single-peaked preferences on \( X \) (with respect to that distance) and submits a **proposal** \( w^i \in X \) (the peak).
- Denote by \( p(w) \) the number of agents who proposed \( w \).

**Definition (Voting Rule on the Simplex)**

A voting rule on the simplex is a mapping

\[
F(w^1, w^2, \ldots, w^n) = x \in X
\]

which assigns to each profile of peaks \((w^1, w^2, \ldots, w^n)\) an element \( x \) in the simplex.
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**Example**

Let $K = 3$, $L = 21$ and $w_{1}^{med} = 7$, $w_{2}^{med} = 10$, $w_{3}^{med} = 6$. Note that $\sum_{j=1}^{3} w_{j}^{med} > L$. The $w_{j}^{med}$ are adjusted in ascending order $(1, 2, 3)$.
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4. We stopped a simulation run after 200 manipulations, interpreting this as lack of convergence.
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## Extent of Manipulation

Table: number of agents = 5

<table>
<thead>
<tr>
<th>MANIPULATIONS</th>
<th>MAXUTILGAIN</th>
<th>PERCAGMANI</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEAN</td>
<td>12,11</td>
<td>7,41%</td>
</tr>
<tr>
<td>MIDPOINT</td>
<td>16,19</td>
<td>1,94%</td>
</tr>
<tr>
<td>NMEAN</td>
<td>2,4</td>
<td>0,38%</td>
</tr>
<tr>
<td>SEQMEDIAN</td>
<td>2,46</td>
<td>0,74%</td>
</tr>
</tbody>
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<tr>
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<tr>
<td>MEAN</td>
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<td>1.87%</td>
</tr>
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<td>58.09</td>
<td>0.78%</td>
</tr>
<tr>
<td>NMEDIAN</td>
<td>1.61</td>
<td>0.08%</td>
</tr>
<tr>
<td>SEQMEDIAN</td>
<td>5.54</td>
<td>0.39%</td>
</tr>
</tbody>
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Table: number of agents = 5
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<tr>
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- Midpoint seems to be invariant against variations of the CES-$\rho$ while NMedian does not.
- Similarities between rules which use the median (number of agents manipulating, manipulations).
- Mean is highly manipulable in all situations.
- Good welfare properties of the Midpoint and the NMedian.
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Outlook

- What are the forces driving the extent of manipulation under different rules?
- What are characteristics of manipulable profiles for different rules?
- Is there a chance to predict the manipulability of a profile (under a certain rule)?
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